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: Stanford University is developing and operating a national shared computing
‘resource (SUMEX-AIM), in partnership with the NIH Biomedical Research Technology
.Program, to explore applications of computer science research in artificial intelligence
- (AI) to health research. There are three main objectives of the resource: 1) to
.develop and provide the computing resources and human assistance needed by scientists
working on a broad range of biomedical applications of AI; 2) to demonstrate that it is
feasible to provide resources and assistance to a national community of researchers, i
integrating distributed and centralized computing technology with local and national :
computer communication networks; and 3) to develop the community of scientists inter-
ested in working on AI in Medicine (AIM), promoting its growth and vigor through
‘electronic communications. Besides the economic advantages of resource sharing made
possible by electronic communications, we believe that a new style of science is
,emerging from communications-enhanced settings.,
ﬁ Al research is aimed at understanding the principles of computer-based symbolic
knowledge representation, reasoning, and problem-solving processes and applying these '
to increase the computer's effectiveness as a tool in knowledge-intensive fields like |
: medicine and biology. Our research work is driven by real-world scientific applica- ;
|
{
|

' tions, chosen because of their relevance to current important biomedical problems and
' because they expose key underlying Al research issues. Current application areas
include programs for differential diagnosis, cancer chemotherapy protocol management,
protein structure inference, and drug interaction advice. Resource core research
goals include basic research in areas such as blackboard problem-solving architectures

and knowledge acquisition; methodologies for clinical decision-making advisors; and
the development of network-based Lisp workstation computing environments.

Additional resource users will be selected within available resource capacity with
the help of an AIM Executive Committee and Advisory Group on the basis of reviews of
the proposed research. Selection criteria will include general scientific interest !
and merit, relevance to the resource AI mission, and the community orientation of the .
collaborator. : i

e |
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Total Resource Budget
1. Budget, Biographies, and Environment

1.1. Total Resource Budget

This section details the Total Resource Budget starting with the first renewal vear
(resource year 14) beginning August 1, 1986.

Privileged Communication 1 E. H. Shortliffe



TOTAL RESOURCE BUDGET

PRINCIPAL INVESTIGATOR/PROGRAM DIRECTOR:

E. H, Shortliffe

DETAILED BUDGET FOR FIRST 12 MONTH BUDGET PERIOD
DIRECT COSTS ONLY

FROM

Q71794
Sf /00

ITHROUGH
7/°1/27
i faLiQid

DOLLAR AMOUNT REQUESTED (Omit canr

PERSONNEL /Agpoticant organization only) I TIME/EFFORT | FRINGE
i TOTA
NAME POSITION TITLE % ’ Hoursper | SALARY BENEFITS OTALS
\Week |
| Princioal tavestiqator | I i
see attached sheet f |
| i i
| | I | |
[ i i i
! ! | ;
i ! i
I I i
|
|
| s
SUBTOTALS 660,335 168,940 | 829,275
CONSULTANT COSTS
EQUIPMENT f(l/termizes
Resource host and network equipment $14,000
Experimental Lisp Machines $75,000
89,000
SUPPLIES (/temize by category/
Office supplies 4,350
Computer supplies 4,250
Engineering supplies 7,500
' 16,100
TRAVEL DOMESTIC 9,500 9,500
FOREIGN
PATIENT CARE COSTS WPATIENT
CARE COS OQUTPATIENT
ALTERATIONS AND RENQVATIONS (/remize by category)
CONSORTIUM/CONTRACTUAL COSTS
UTHER EXPENSES (/remize by category) File server maintenance: $19,200; Terminal
maintenance: $1,350; Lisp Machine maintenance: $30,000; Misc. software: $1,300
Aux. computing services: $3,000; Documentation: $1,000; Books/publications:
$2,650; Office telephones: $13,100; Dataphone lines: $4,000; Repro/services:
£2,700; Prorated 2060 Opns Costs (80%): $347,582 426,382
TOTAL DIRECT COSTS (A/so enter on page 1, item 7) '
1,370,257

PHS 398 (Rev. 5/82)
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First Year Personnel Detail

RESOURCE MANAGEMENT

E. Shortliffe

E. Feigenbaum

T. Rindfleisch
L. Fagan
w
[]

. Yeager
. McCabe

CORE SYSTEM DEVELOPMENT

. Swaer

F. Gilmurray

W. Croft

R. Acuff

C. Schmidt

N. Vetizades

I. Torres

CORE BASIC AI RESEARCH
Buchanan
Hayes-Roth

Brown

Nii

Hewett

Karp

Garvey

Brugge

CORE ONCOCIN RESEARCH
C. Jacobs
R. Lenon
C. Lane
S. Tu
0. Combs
0. Vian
J. Rohn
A. Grant
T. Barsalou
L. Perreault

SYSTEM OPERATIONS SUPPORT
R. Tucker
P. Ryalls

LIPVEDIDO®

Privileged Communication

b4
Principal Invest. 15
Co~-Principal Inv. 10
Resource Director 70
AIM Liaison/ONC Proj. 25
Mgr.
Asst. Resource Dir. 90
Administrator 75
Secretary 100
Receptionist 75
Systems Pgmr, 10
Systems Pgmr, 70
Systems Pgmr. 100
Systems Pgmr. 60
Systems Pgmr. 60
Electronics Engr. 40
Engr. Aid 40
Professor of Comp. Sci. 10
Sr. Res. Assoc. 15
Sr. Res. Assoc. 10
Res. Assoc. 10
Programmer 40
Res. Asst. 62
Res. Asst. 62
Res. Asst. 62
ONCOCIN Investigator 5
Citnical Spec. 25
Systems Pgme. 80
Sci. Programmer 50
Sci. Programmer 50
Administrator 25
Data Mgr. 100
Secretary 50
Res. Asst. 62
Res. Asst. 62
Opns. Mgr. 20
System Mgr. 20

SUBTOTAL DIRECT SALARIES
STAFF BENEFITS
TOTAL OF PERSONNEL

SALARY BEN

Total Resource Budget

TOTAL

660335
168940
829275

E. H. Shortliffe



BUDGET CATEGORY “‘ng%Gch ADDITIONAL YEARS SUPPORT REQUESTED
TOTALS
{from page 4} 2nd 3rd 4th Sth
PERSONNEL (Salary and
fringe benefits.)
(Appiicant organization only/} 829,275 891,340 989,154 1,063,465 1,143,264
CONSULTANT COSTS
EQUIPMENT 89,000 95,230 101,897 109,029 116,661
SUPPLIES 16,100 17,228 18,433 19,723 21,104
DOMESTIC 9,500 10,165 10,877 11,638 12,453
TRAVEL
FOREIGN
PATIENT INPATIENT

CARE

COSTS  {QUTPATIENT
ALTERATIONS AND
RENOVATIONS
CONSORTIUM/
CONTRACTUAL COSTS
OTHER EXPENSES 78,800 84,317 90,219 96,533 103,290
Prorated 2060 Opns 347 582 279 516 200,050 107,304 o
TOTAL D|RECT costs | 1,370,257 1,377,896 1,410,630 1,407,692 1,396,772
TOTAL FOR ENTIRE PROPOSED PROJECT PERIOD (A/so enter on page 1, item 8) e | S 6,963 ,247

JUSTIFICATION (Use continuation pages if necessary): Describe the specific functions of the personnel and consultants. If a recurring annual increas
in personnel costs is anticipated, give the percentage. For a// years, justify any costs for which the need may not be obvious, such as equipment, fareig
travet, aiterations and renovations, and consortium/contractual costs. For any additional vears of support requested, justify any significant increases :
any category over the first 12 month budget period. In addition, for COMPETING CONTINUATION applications, justify any significant increases ove

the current level of support.

PHS 398 (Rev, 5/82)
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Total Resource Budget

1.2. 2060 Operations Budget

The budget in this section is for the projected operations costs of the 2060 mainframe
system that has been the main resource for national and local users. We will be
phasing this link with the past out over the 5-year term of this grant in favor of the
new distributed workstation environment we plan to develop. As the first step in the
phase-out, we have included 80% of the first-year 2060 operating costs in the first-year
Total Resource Budget above. In future years, we include proportionately less of these
costs, reducing the pro rata share by 20% per year.

Privileged Communication 5 E. H. Shortliffe



2060 OPERATING BUDGET .S ;
PRINCIPAL INVESTIGATOR/PROGRAM DIRECTOR: E. H. Shortliffe

_ FAOM THROUGH
DETAILED BUDGET FOR FIRST 12 MONTH BUDGET PERIOD 8/1/86
DIRECT COSTS ONLY 7/31/87
DOLLAR AMOUNT REQUESTED (Omre cents
PERSQNNEL rAppiicant organization only) {  TIME/EFFORT FRINGE
NAME POSITION TITLE % Hours per SALARY BENEFITS TOTALS
Week i
Principal Investigator |
see attached sheet |
: |
|
f
SUBTOTALS > 18¢ 248 47 655 233 923
CONSULTANT COSTS v
EQUIPMENT (/termizes
2060 Accessories and Equipment 6,000
6,000
SUPPLIES {/temize by category)
Office supplies 920
Computer supplies 8,000
Engineering supplies 1,500
10,420
DOMESTIC 1.500 1.500
TRAVEL FOREIGN
INPATIENT
PATIENT CARE COSTS SUTPATIENT
ALTERATIONS AND RENOVATIONS fltermze by category)
CONSORTIUM/CONTRACTUAL COSTS
OTHER EXPENSES (ftwemize oy category) 2060 maintenance: $92,300; DEC software maintenance:|
$3,950; Software licenses: $6,800; Documentation: $1,200; Books/publications:
$625; Office telephones: $2,935; Dataphone lines: $14,000; Repro/services:
$ . 3 i : $60,000
825; TYMNET network services: $60, i 182,635
TOTAL DIRECT COSTS (Also enter on page 1, .cem 7) ’ $434,478

PHS 398 (Rev. 5/82) PAGE ©



First Year Personnel Detail for 2060 Operations

MANAGEMENT
T. Rindfleisch
W. Yeager
P. McCabe

SYSTEM STAFF
A. Sweer
F. G{lmurray

ELECTRONICS STAFF
N. Veizades
I. Torres

OPERATIONS SUPPORT
R. Tucker
P. Ryalls
M. Blattel
N. Dotlhert
A. Jong

Privileged Communication

Resource Director

Asst. Resource Dir.

Administrator

Systems Pgmr.
Systams Pgmr.

Electronics Engr.
Engr. Aid

Opns. Mgr.
System Mgr.
Student Oper.
Student Oper.
Student Oper.

10
25

g0
g

%

SUBTOTAL DIRECT SALARIES
STAFF BENEFITS

TOTAL OF PERSONNEL

2060 Operations Budget

SALARY BEN  TOTAL

186268
47655
233923

E. H. Shortliffe



2060 OPERATING BUDGET

PRINCIPAL INVESTIGATOR/PROGRAM DIREcTOR: L+ H. Shortliffe

BUDGET FOR ENTIRE PROPOSED PROJECT PERIOD
DIRECT COSTS ONLY

BUDGET CATEGORY 1st BUDGET ADDITIONAL YEARS SUPPORT REQUESTED
PERIOD
TOTALS
{from page 4) 2nd 3rd 4th 5th

PERSONN E'L {Salary and
ringe benafits.) 233,923 251,433 270,510 290,830 312,656

{Applicant organization only}

CONSULTANT COSTS

EQUIPMENT 6,000 6,420 6,869 7,350 7,865
SUPPLIES 10,420 11,149 11,929 12,765 13,658
DOMESTIC 1,500 - 1,605 1,717 1,838 1,966
TRAVEL -
FOREIGN

PATIENT |INPATIENT
CARE
COSTS  1OUTPATIENT

ALTERATIONS AND
RENQOVATIONS

CONSORTIUM/
CONTRACTUAL COSTS

OTHER EXPENSES 182,635 195,420 209,099 223,737 239,396
TOTAL DIRECT COSTS 434,478 466,027 500,124 536,520 575,541
TOTAL FOR ENTIRE PROPOSED PROJECT PERIOD (A/so enter on page 1, item 8) me—mmeee——pm | $ 2,512,690

JUSTIFICATION (Use continuation pages if necessary): Describe the specific functions of the personnel and consuitants. If a recurring annual increas
in personnel costs is anticipated, give the percentage. For a// years, justify any costs for.which the need may not be obvious, such as equipment, foreic
travel, alterations and renovations, and consortium/contractual costs. For any additional years of support requested, justify any significant increases
any category over the first 12 month budget period. In addition, for COMPETING CONTINUATION applications, justify any significant increases ov:
the current level of support.

Of these costs, the following are included in the resource budget:

Year 1: $347,582 (80%)
Year 2: §$279,616 (60%)
Year 3: $200,050 (40%)
Year 4: $107,304 (20%)
Year 5: -0~ ¢ o)

PHS 398 (Rev. 5/82) PAGE 8



2060 Operations Budget

1.3. Budget Explanation and Justification

1.3.1. Total Resource Budget

This section explains the details of our resource budget plan over the proposed five
year grant term, including both the SUMEX renewal and the merged ONCOCIN
Dissemination Studies core research (see page 53). Details of the 2060 operations costs
are expiained in the next section.

In overview, this budget covers a portion of the resource core research and management
costs, basic workstation and network environment operations costs and a prorated share
of the mainframe computing facility operations costs for the local and national
communities. Reviewers will note that only portions of most resource staff members
are charged to this budget, the remaining salary support coming from other funding for
individual core research and collaborative projects (see page 105). Also, the proposed
funding for experimental Lisp machine hardware is a small fraction of the total
workstation hardware investment already in place from support received from NIH,
DARPA, ONR, and industrial gifts. As a benchmark of the relative magnitude (and
hence leverage) of the proposed funding for this resource grant, as compared to other
sources of support for this work, consider a snapshot of the year 1 budget. The
proposed $1.37M direct cost funding transiates to approximately $2.25M in total costs
(including indirect costs) as compared to well over $6M in annual total cost funding for
KSL work at Stanford. This does not include estimates of the funding base for non-
Stanford collaborative users of the resource. It should be emphasized though that this
DRR support of the SUMEX-AIM computing resource has been and remains an
essential enabling complement to the other sources of support and makes possible the
overall scope of our work.

Reviewers will also note that our 5-year budget is essentially flat, despite the inclusion
of 7% annual inflation factors. This is because we have linearly phased-out requested
DRR support for what has been the mainstay SUMEX-AIM resource, the DEC 2060.
In the coming era of workstations, we feel it is important to withdraw support from
that part of the resource, but to do so in a responsible fashion that allows time for the
national community of projects to find alternative sources of computing support and
for core system developments to offer alternatives for our own work and that of the
national community. We budget no DRR support for the DEC 2020 demonstration
machine or the shared VAX 11/780 time-sharing machine.

Indirect costs are not shown in the budget and will be awarded separately on the basis
of Modified Total Direct Costs. The indirect cost rate of 69%, is based on an agreement
with the Office of Naval Research (ONR) dated September 14, 1984.

Personnel

The proposed personnel budget is based on current staffing necessary for the proposed
work. The estimates are derived from actual salaries for our project staff, including
resource management, core research and development, and operations support for
collaborative projects. The salary estimates are increased at 7% per year to cover
estimated inflation. Staff benefits are computed using the following rates projected by
the university for all personnel: 254% (9/85-8/86), 25.6% (9/86-8/87), 26.2%
(9/87-8/88), 26.9% (9/88-8/89), 27.5% (9/89-8/90) and 28.1% (9/90-8/91).

Resource Management and Overall Technical Direction

Professor Shortliffe (15%) is the resource Principal Investigator, Professor Feigenbaum

Privileged Communication 9 E. H. Shortliffe



Budget Explanation and Justification

(10%) is co-Principal Investigator, and Mr. Rindfleisch (70%) is the Resource Director.
All three are responsible for overall resource management and contribute substantially
to core research and development efforts as well. Mr. Yeager (90%) is Assistant
Resource Director and has responsibility for network and workstation system
development. Dr. Fagan (25%!) is responsible for liaison with the national AIM
community and the AIM management committees and is Manager of the ONCOCIN
core research project.

Ms. McCabe (75%) and Ms. Timothy (100%) provide central resource administrative and
clerical support for SUMEX and community activities. We plan to hire a receptionist
shared between the SUMEX and ONCOCIN/Medical Computer Science groups during
the summer of 1985. This person is shown as "Open” and is budgeted at (75%).

Core System Development

The core system development staff, while sharing a substantial joint responsibility for
system development, maintenance, user assistance, and operational support, have specific
areas of responsibility as follows. Under the direction of Mr. Yeager, already
mentioned above, the development of network virtual communications, shared task
execution among cooperating workstations, and virtual graphics capabilities will be
shared appropriately among staff experts for various relevant environments. In
addition, Andy Sweer (10%) and Frank Gilmurray (70%) are responsible for workstation
user support and subsystem development such as the merging of text and graphics from
various sources and uniform access to printing facilities. William Croft (100%) is
responsible for our multiprotocol UNIX file server systems, the development of
IP/UDP high-performance file access capabilities, necessary modifications to local area
network gateway and interface systems, and network system performance evaluation.
Richard Acuff (60%) and Christopher Schmidt (60%) are responsible for Texas
Instruments Explorer, Symbolics 3600, and Xerox D-machine support and development.
This includes, for example, responsibility of systems support and integration within our
Ethernet environment, user support, and vendor liaison. They also are responsible for
development of specific system-dependent packages such as electronic mail, text and
graphics generation, file management, etc.

Finally, we budget Mr. Nicholas Veizades (40%) as the project electronics engineer and
Mr. Israel Torres (40%) his assistant for hardware and maintenance. Mr. Veizades and
Mr. Torres are responsible for designing needed special purpose hardware (eg.,
communications equipment, intermachine network hardware, and Ethernet interfaces)
and for integrating new hardware into the facility, maintaining facility equipment, and
correcting communication problems.

Core Basic Al Research

We continue to budget partial support for specific members of the Knowledge Systems
Laboratory for core research work to explore basic Al issues relating to biomedical
applications and to develop and generalize Al software tools important to the entire
SUMEX-AIM community. Prof. Buchanan (10%) will provide managerial and technical
direction for staff and students working on proposed core research efforts. Dr. Hayes-
Roth (15%) will work on the knowledge-based blackboard control research for the BBl
system which is the tool being used by the PROTEAN project. Dr. Brown (10%) is
working on issues of blackboard system design for hierarchical asynchronous

lDuring renewal years 1 and 2, Dr. Fagan is budgeted at only 25%, because part of his salary is
supplemented by a New Investigator Award. During years 3-5, when the term of that award ends, he is
budgeted at 55%.

E. H. Shortliffe 10 Privileged Communication



Budget Explanation and Justification

concurrency and Ms. Nii (10%) is working of a retrospective of the AGE blackboard
system and the ramifications of this control structure for symbolic computing
architectures. Mr. Hewett (40%) is a research programmer who will work on knowledge
acquisition research. Messrs. Karp, Garvey, and Brugge and graduate Research Assistants
who will work on qualitative simulation, learning, and blackboard architecture research
respectively.

Core ONCOCIN Dissemination Research

Dr. Charlotte Jacobs (5%) is Co-Principal Investigator on the ONCOCIN Project and is
director of the Oncology Clinic at Stanford. She will continue to oversee the clinical
implementation of the ONCOCIN workstations in the day-care center. Dr. Rick Lenon
(25%), is a clinical oncologist in practice in the community who is dedicating some of
his time to assisting with the ongoing development of the ONCOCIN knowledge base.
As an expert in oncology and in clinical trials, he takes primary responsibility for the
quality and currency of the knowledge base. Christopher Lane (60%) is a systems
programmer responsible for integrating and adapting the network virtual
communications, shared task execution, and virtual graphics work with ONCOCIN core
developments and dissemination experiments. He will also do the development of other
ONCOCIN core system tools such as the object-oriented system. Mr. Samson Tu (50%),
is a scientific programmer responsible for the EONYX research work under Dr. Fagan's
direction. Mr. David Combs (50%), is a scientific programmer responsible for the
EOPAL and METAOPAL research described in the body of the proposal. Ms. Janice
Rohn (100%) is the data manager and oversees the clinic operation on a day-to-day
basis. ‘She aiso assists in data collection analysis for evaluation of ONCOCIN. Ms.
Alison Grant (50%) is secretary for the ONCOCIN Project and co-ordinates all day-to-
day office activities.

System Operations Support

Mr. Tucker (20%) is the Operations Manager and is responsible as our network liaison
and for technical aspects of software export and overseeing system operations and
backup. Ms. Ryalls (20%) acts as the system administrator, taking care of file space
and directory allocations, providing system and user support for the resource,
accounting, and assisting new projects get started on the resource.

Consultant

We do not plan any consulting support this renewal term.

Equipment Purchase

$14,000 per year is allocated for minor equipment purchases for the resource including
communications equipment, Ethernet interfaces, local network gateway and TIP
equipment, and workstation memory. We also allocate $75,000 per year for
experimental Lisp workstations to support our core system development and
dissemination studies. During the first year we expect to buy 4 Xerox 6045-based
machines which will market for $18,000-19,000 each. In future years we will select
from available machines such as the Texas Instruments VLSI-based machine that is
being developed under DARPA funding, a machine that Hewlett Packard is developing,
and announcements expected from Japanese manufacturers. These machines will allow
us to remain current with the rapidly developing Lisp machine market for our own
system development and also to maximize the service we can provide to the national
community in developing applicable software for systems that those groups may
purchase. This budget is increased by 7% per year to accommodate inflation.
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Supplies

Office supplies are budgeted at $4,350 based on our past experience. Computer supplies
are budgeted at $4,250 projecting recent workstation operating experience and including
paper, disks, tapes, labels, laser printer supplies and other supplies needed for the
computer facility. Engineering supplies are budgeted at $7,500 to cover needed parts
and spares for maintaining in-house equipment and developing, interfacing, and
integrating new equipment. We plan for continued development of Ethernet services
needed to support existing and new Lisp machines, printers, and file servers at SUMEX.

We have hndgared a 7% per year increase for all supplies

Veumvive o pva JVRA EviVaAOY 2 Va Qi

Travel

The travel budget covers domestic travel for staff to professional meetings, management
committee meetings, and AIM workshop meetings. We budget $9,500 total for 4 east
coast trips ($1400 each), 2 midwest trips ($1,000 each), and 3 west coast trips ($633
each). Future years are inflated by 7% per year.

Other Expenses

Equipment and Software Maintenance

We budget $19,200 per year for community file server maintenance from DEC and
third party vendors and $1,350 for Diablo printers and miscellaneous equipment. We
budget $30,000 for Lisp machine maintenance. We have relatively little experience with
these machines out of warranty but are basing this estimate on partial coverage of time
and materials repairs. The contract maintenance prices for these workstations is so
high per machine and multi-machine discounts are not available that T&M is a more
cost-effective approach. The allocated amount provides for maintenance for 20
machines at an estimated $1,500 per machine per year average cost. We budget $1,800
for software lease costs for packages that are necessary and for which we cannot arrange
free access. We have budgeted a 7% per year increase for maintenance costs.

Telephone Services

We budget $13,100 for staff office telephones, and $4,000 for dataphone services for
local Stanford community dialup ports on the local network and home terminal
telephones for staff and some core research personnel to maximize productive working
hours (generally well in excess of 8 hours per day total). Again, these estimates are
based on the current configuration of lines and average monthly charges. We
periodically review these arrangements to maintain satisfactory service at minimum cost.
We anticipate annual increases to average 7%.

Auxiliary Computer Services

We budget $3,000 to cover service charges for AIM community use of other Stanford
campus computer resources that complement SUMEX facilities. These include partial
use of the Stanford Computer Science Department Dover printer, core research use of
the SCORE 2060 machine, and various services from the Stanford ITS facility. We
have budgeted 7% increase for each subsequent year.

Services and Documentation

$1,000 is budgeted for current documentation on system facilities and machines and
$2650 for technical books and publication expenses. $2,700 is budgeted for photo-
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reproduction and various technical services based on previous experience. Each
following year will reflect a 7% increase.

Prorated 2060 Operations Costs

As mentioned earlier, we plan to phase out DRR support for the DEC 2060 mainframe
resource over the S5-year term of this grant. We plan to do this gradually and
responsibly so that our users can relocate to other facilities or move to workstation
environments for their research. For the first year we allocate $347,582 to the resource

budget, which is 80% of the estimated 2060 operating costs detailed in the following
section.

Privileged Communication 13 E. H. Shortliffe
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1.3.2. 2060 Operations Budget

This section explains the details of the 2060 operations budget for the proposed five
year grant term. The figures in this section represent the troral estimated 2060
operating costs. Only prorated shares of these costs are allocated to the resource budget
as we phase-out the 2060 from our operations in favor of the workstation technologies
we will be developing. The phasing is linear over 5 years with 80% of the 2060 costs
charged to the resource budget in renewal year 1 (grant year 14), 60% in year 2, 40% in
year 3, 20% in year 4, and 0% in year 5. As before, indirect costs are not shown in the
budget and will be awarded separately on the basis of Modified Total Direct Costs. The
indirect cost rate of 69%, is based on an agreement with the Office of Naval Research
(ONR) dated September 14, 1984,

Personnel

Mr. Rindfleisch (10%) and Mr. Yeager (10%) are responsible for overall 2060 facility
implementation and management. Ms. McCabe (25%) provides facility administrative
support.

The programming staff, Mr. Sweer (90%) and Mr. Gilmurray (30%) share joint
responsibility for system development and maintenance, user assistance, subsystem and
utility program development, and operational support. These duties include, for
example, performance analysis and improvement, bug correction, bringing up new
monitor releases, system communications support, special device drivers and diagnostics,
scheduler changes to control system allocation, and system maintenance. They also
share responsibility for the system software such as user utilities, languages, and network
utilities.

Mr. Tucker (80%) is responsible for network vendor interfaces and overseeing system
operations and backup. He is assisted in providing file system archive and retrieval
service and backup dumps as well as system utility programming support by 3 students
(currently Blattel, Dolhert, and Jong). Ms. Ryalls (80%) acts as the system
administrator, providing both system and user support for the resource.

Mr. Nicholas Veizades (20%) and Mr. Israel Torres (20%) provide electronics support
for system maintenance, including special purpose, in-house designed hardware and
terminal and communications equipment.

Personnel estimates are again based on current salaries and are increased by 7% per
year for inflation. Staff benefits rates are the same as calculated for the main resource
budget.

Consultant

We do not plan any consulting support for the 2060 operations.

Equipment Purchase

We budget $6,000 for minor equipment purchases including communications equipment,
Ethernet interfaces, accessories, and other equipment replacements. This budget is
increased by 7% per year to accommodate inflation.

Supplies

Office supplies are budgeted at $920 based on past experience. Computer supplies are
budgeted at $8,000 projecting recent operating experience and including paper, ribbons,
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disks, tapes, labels, and other supplies needed for the computer facility. Engineering
supplies are budgeted at $1,500 to cover needed parts and spares for maintaining in-
house equipment. We have budgeted a 7% per year increase for all supplies.

Travel

The travel budget covers domestic travel for staff to technical meetings. We budget 1
east coast trip at $1,500. Future years are inflated by 7% per year.

Other Expenses

Equipment and Software Maintenance

The 2060 hardware system is covered on a DEC maintenance contract costing $92,300
per year. We also budget $3,950 for DEC software maintenance to keep up with the
latest releases and $6,800 for other software licenses, including NCPCALC, SPSS, and
SCRIBE. We have budgeted a 7% per year increase for maintenance costs.

Services and Documentation

$1,200 is budgeted for providing users with up-to-date documentation on system
facilities and subsystem programs. Substantial efforts continue. to upgrade
documentation for the user community. $625 is budgeted for technical books and
publication services. $825 is budgeted for photo-reproduction and technical services.
Each following year will reflect a 7% increase.

Telephone Services

We budget $2,935 for staff office telephones and $14,000 for dataphone services for
local Stanford community dialup ports on the SUMEX Computer and home terminat
telephones for staff to increase the hours they can work and facilitate their access to
the system at off hours when problems arise. These estimates are based on the current
configuration of lines and average monthly charges. We periodically review these
arrangements to maintain satisfactory service at minimum cost. We anticipate annual
increases to average 7%.

Network Communications Support

‘We budget $60,000 for continued TYMNET network services for remote SUMEX-AIM
users. This amount is estimated based on projections from current experience for
TYMNET services (including network interface lines, maintenance, and usage costs). In
past years, these funds have been distributed directly from NIH/BRTP through the
Rutgers University TYMNET contract so as to maximize the benefit of a volume
discount. This may still prove to be the most cost-effective approach and we will work
closely with NIH/BRTP to secure these important services at the lowest cost. We
include a 7% per year inflation rate.

The SUMEX-AIM ARPANET connection costs are being borne by ARPA Information
Processing Techniques Office in support of the Stanford Knowledge Systems Laboratory
basic Al research contract. We expect this relationship to continue and that NIH will
continue to benefit from this arrangement.
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1.4. Biographical Sketches
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PRINCIPAL INVESTIGATOR/PROGRAM DIRECTOR:

BIOGRAPHICAL SKETCH

Give the following information for key professional personnel listed on page 2, beginning with the
Principal Investigator/Program Director. Photocopy this page for each person.

NAME TITLE BIRTHDATE (Mo., Day, Yr.)
Edward H. Shortliffe Assoc. Prof. of Medicine 8/28/47
EDUCATION (Begin with baccalaureate or other initial professionai ed jon and inciude postdoctoral training)
INSTITUTION AND LOCATION 32?,255,{;:27 conTFE&RRED FIELD OF STUDY
Harvard College, Cambridge, MA A.B. 1970 Applied Math & Comp.Sci
Stanford University School of Ph.D. 1975 Med. Inf. Science
Medicine, Stanford, CA M.D. 1976 Medicine

RESEARCH AND/OR PROFESSIONAL EXPERIENCE: Concluding with present position, list in chronoiogical order previous employment, experi-
ence, and honors. include present membership on any Federal Government Public Advisory Committee. List, in chronological order, the titles and
complete references to ali publications during the past three years and to represaentative earlier publications pertinent to this application. DO NOT
EXCEED TWO PAGES.

7/76 - 6/77 1Intern in Medicine, Massachusetts General Hospital, Boston, MA

7/77 - 6/79 Resident in Medicine, Stanford University Medical Center, Stanford

7/79 - 2/85 Assistant Professor of Medicine, Stanford University School of Medicine

10/79- 2/85 Assistant Professor of Computer Science (by courtesy), Stanford University

1/80 - 2/85 Co-principal Investigator and Medical Liaison, SUMEX-AIM Computing

Resource, Stanford University, Stanford, CA

3/85 - Associate Professor of Medicine, Stanford University School of Medicine
3/85 - Associate Professor of Computer Science (by courtesy), Stanford University
3/85 - Principal Investigator, SUMEX-AIM Computing Resource

Honors:

Editorial Boards: Medical Decieion Making, Computer Methods and Programs in Blomed1c1ne:

e —— ] —————— ———

Intelligence.
Research Career Development Award, NLM, 1979-1984

Henry J. Kaiser Family Foundation Faculty Scholar in General Internal Med., 1983-1986
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University of California, Berkeley

Associate Professor, School of Business Administration, 1964-1965

Assistant Professor, School of Business Administration, 1960-63

Research Appointment, Center for Human Learning, 1961-64

Research Appointment, Center for Research in Management Science, 1960-64

Stanford University, Stanford, California

Professor of Computer Science, 1969-

Principal Investigator, Heuristic Programming Project, 1965-

Principal Investigator, SUMEX-AIM Project, national computer resource for application
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Director, Stanford Computation Center, 1965-68
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Editor, Computer Science Series, McGraw-Hill Book Co., 1965-1979

President, American Association for Artificial Intelligence (AAAl), 1980-81
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Member, Council of Cognitive Science Society, 1979-82
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American Association for the Advancement of Science, (Fellow, 1983- )
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American College of Medical Informatics (Fellow, 1984- )
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Chromatography/Mass Spectrometry Data”, Analytical Chemistry, 48, page 1368, 1976.

Smith, D. H., Yeager, W. J, Anderson, P. J., Fitch, W. L., Rindfleisch, T.C., and
Achenbach, M., "Historical Library Search. An Approach to Quantitative Comparison of
GC/MS Profiles of Complex Mixtures,” Analytical Chemistry, 49, page 1623, 1977.

Rindfleisch, T. C., Smith, D. H., Yeager, W. J., Achenbach, M, W., and Wegmann, A.,
"Advances in Data Acquisition and Analysis Systems for Applications of Gas
Chromatography/Mass Spectrometry,” in Biomedical Applications of Mass Spectrometry
(First Supplementary Volume), edited by G. R. Waller and O. C. Dermer, page 55, John
Wiley & Sons, New York, 1980.

Feigenbaum, E. A., Brown, H., Delagi, B. A.,, Gabriel, R. P., Nii, H. P, and Rindfleisch,
T. C., "Advanced Architectures Project: Scope and Approach,” Stanford Heuristic
Programming Project Report HPP-84-40, October 1984.
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PRINCIPAL INVESTIGATOR/PROGRAM DIRECTOR: L-H. Shortliffe
BIOGRAPHICAL SKETCH

Give the following information for key professionai personnel listed on page 2, beginning with the
Principal {nvestigator/Program Director. Photocopy this page for each person.

NAME TITLE BIRTHDATE Ma., Day, Y]

YEAGER, William J. Systems Programmer/Assistant |;. .. 1o 1949
Director

EDUCATION (Begin with baccalaureate or other initial professional education and include postdoctoral training)

DEGREE [circle YEAR
highest degree} CONFERRED

INSTITUTION AND LOCATION FIELD OF STUDY

University of California, Berkeley B.A. 1964 Mathematics
California State University, San Jose M.A. 1967 Mathematics
University of Washington, Seattle Yone - Mathematics

Doctoral studies (1969-70)

RESEARCH AND/OR PROFESSIONAL EXPERIENCE: Concluding with present position, list in chronological order previous empioyment, exper:
ence, and honors. inctude present membership on any Federal Government Public Advisory Committee. List, in chronological order, the titles an:
complete references to all publications during the past three years and to representative earlier publications pertinent to this application. DO NO”
EXCEED TWO PAGES.

1985 ~ present Assistant Director, SUMEX Computer Project, Department of Medicine,
Stanford University

1978 - 1985 Systems Programmer, SUMEX Computer Project, Department of Medicine,
Stanford University

1975 - 1978 Scientific Programmer, Instrumentation Research Laboratories, Department
of Genetics, Stanford University )

1971 - 1975 Programmer, Bendix Field Engineering, Moffett Field, California

1970 - 1971 Programmer, WELLSCO Data Corp., San Francisco, California

1968 - 1969 Mathematics Instructor, Gavilan Jr. College, Gilroy, California

1967 ~ 1968 Mathematics Instructor, California Western Univ., San Diego

1966 - 1967 Mathematician/Programmer, Applied Physics Laboratory,
Seattle, Washington

1966 Systems Representative, Burroughs Corp., San Jose, California

PUBLICATIONS Technical Report (Pending): Yeager, W.J.: "Ether TIPs and
Gateways at SUMEX."
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PRINCIPAL INVESTIGATOR/PECCGAAM DIRECTCR:

Z. iI. Shortliffs

BIOGRAPHICAL SKETCH

Give the following information far key professional personnel listed on page 2, beainning with the
Principal Investigator/Program Director. Photocopy this page for each person.

 NAME

JACOBS, Charlotte

TITLE

Asst Prof of Medicine

B8IRTHOATE (Mo., Day, rr.y/

January 27, 1346

EDUCATION (8eqin with baccaiaureare or ather initial protessional egucation and inciude postdoctoral training)

INSTITUTION AND LOCATION az;zfieg’r’:;"f CONFERRED FIELD OF STUDY
University of Rochester, Rochester, NY B.A. 1968 Biology
Washington University School of Medicine, M.D. 1972 o

St. Louis, MO Int,Jr Res,|1972-1974 Medicine
Univ of Ca, San Francisco, San Francisco,CA Sr Res 1974 - 1975 Medicine
Stanford Univ, Stanford, CA 94305 | Fellow 1975 -1977 Oncology

RESEARCH AND/OR PROFESSIONAL EXPERIENCE: Conciuging with present position, list in chronoiogical order previous empioyment, e xper
ence, and honors. [nclude present membersnip on any Federai Government Public Advisory Commuttee. List, 1n chronoiogicai order, the uties an:
compiere references to all pubiications during the past three years and to representative earfier publications pertinent to this application. DO NO7

BOSTIONS oo

1977 - 1980
1977 - Present

1980 - Present

Acting Assistant Professor, Department of Medicine, Division of Medical
Oncology, Stanford University Medical Center, Stanford, CA
Director, Oncology Day Care Center, Department of Medicine, Stanford

University Medical Center, Stanford, CA

Assistant Professor, Department of Medicine, Division of Medical
Oncology, Stanford University Viedical Center, Stanford, CA

OTHER EXPERIENCE

Drug Advisory Board, FDA (1984 - 1986)
Head and Neck Intergroup, Chairman (1984 - 1986)
Faculty Senate (1984 - 1986)

HONORS
Phi Beta Kappa

Alpha Omega Alpha

Kaiser Award for Excellence
in Teaching (1983, 1985)
American Cancer Society
Junior Faculty Clinical Fellowship (1981)

Janet Glasgow Scholastic Citation Award of the
American Medical Women's Association (1972)
Missouri State Medical Association Award (1972)

Medical Alumni Scholarship Award (1971)
Lange Medical Book Awards (1969, 1970)
Janet Park Howell Award in Science (1968)

PUBLICATIONS

acobs C, Portlock CS, Rosenberg SA. Prednisone in MOPP chemotherapy for Hodgkin's

L. J :

disease. Br Med J 1976; 2:1469-1471.
2. Kim H, Jacobs C, Warnke RA, Dorfman RF. Malignant lymphoma with a high content of
epitheloid histiocytes. Cancer 1978; 41:620-635.
3. Jacobs C, Bertino JR, Goffinet DR, Fee WE, Goode RL. Cis-platinum chemotherapy in
head and neck cancers. Otolaryngol Head and Neck Surg 1978; 86:780-783,
4, Jacobs C, Bertino JR, Goffinet DR, Fee WE, Goode RL. 24-hour infusion of cis-platinum in
. head and neck cancers. Cancer 1978; 42:2135-2140.
5. Jacobs C. Hodgkin's disease - a patient teaching tool. Cancer Nursing 1979; 86:780-783.
6. Jacobs C. The role of cisplatin in the treatment of recurrent head and neck cancer.
Cisplatin Current Status and New Developments. Edited by Prestayko AW, Crooke ST,
Carter SK. Academic Press, 1980; 423-430.
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DO NOT TYPE IN THIS SPACE—BINDING MARGIN

PRINCIPAL INVESTIGATOR/PROGRAM DIRECTOR OR AWARD CANDIDATE (Last, first, miaaie) SOCIAL SECLRITY NUMBER

E. H. Shortliffe

7.

10.
I

12.

13.
14.
15.

L6.

17.

13.
19.
20.
21.

22.

23.

24,

25.

26,
27.

23.

Levi J, Jacobs C, Kalman SM, McTigue M, Weiner MW. Mechanism of cis-platinum
nephrotoxicity: I. Effects on sulfhydryl groups in rat kidneys. J Pharmacol Exp Ther 1980;
213:545-550.

Dobyan DC, Levi J, Jacobs C, Kosek J, Weiner MW. Mechanism of cis-platinum
nephrotoxicity: Il. Morphologic observations. J Pharmacol Exp Therap 1980; 213:551-556.

Jacobs C, Xalman SM, Tretton M, Weiner MW. Renal handling of cis-

diamminedichloroplatinum (II) Cancer Treat Rep 1980; 64:1223-1226.

Jacobs C. High-dose methotrexate and cis-platinum in the treatment of recurrent head

and neck cancer. Recent Results Cancer Res [98]; 76:290-295.

Jacobs C, Donaldson SS, Rosenberg SA, Kaplan HS. Management of the pregnant patient
with Hodgkin's disease. Ann Intern Med 1981; 95:669-675.

Jacobs C, Ross R. The psychological assessment of cancer patients. Recent Advances in
Clinical Oncology. Edited by Williams CJ, Whitehouse JMA. Churchill Livingstone, 1982;
365-374.

Mead G, Jacobs C. The changing role of chemotherapy in the management of head and
neck cancer. Am J Med [1982; 73:582-595.

Jacobs C. Chemotherapy and combined modality treatment of head and neck cancer.
Current Concepts in Oncology, Vol 4, No. 3, 1982,

Jacobs C. The use of methotrexate + 5-f1uorouracxl for recurrent head and neck cancer.
Cancer Treat Rep 1982; 66:1925-1928.

Jacobs C, Ross R, Walker I, Stockdale FE. Behavior of cancer patients: A randomized
study of the effects of education and peer support groups. Am J Clin Oncol 1983; 6:347-
350.

Jacobs C, Meyers F, Hendrickson C, Kohler M, Carter S. A randomized phase III study of
cisplatin with or without methotrexate for recurrent squamous cell carcinoma of the head
and neck. Cancer 1983; 52:1563-1569.

Weiner MW, Jacobs C. Mechanism of cisplatin nephrotoxicity. Fed Proc 1983; 42:2974-
2978.

Campbell AB, Kalman S, Jacobs C. Plasma platinum levels: Relationship to cisplatin dose
and nephrotoxicity. Cancer Treat Rep 1983; 67 (2):169-172.

Coleman CN, Friedman MK, Jacobs C et al. Phase I trial of intravenous Melphalan plus the
sensitizer Misonidazole. Cancer Res [983; 43:5022-5025.

Jacobs C. The use of chemotherapy in the combination with radiotherapy in the treatment
of head and neck squamous cancers. Advances in Treatment and Research. Edited by Wolf
GT. Martinus Nijhoff Publishers, Boston, MA, 1984:265-286.

Jacobs C, Coleman CN, Rich L, Hirst K, Weiner MW. Inhibition of cisplatin secretion by
the human kidney with probenecid. Cancer Res 1984; 44:3632-3635.

Jacobs C. The biophysiology of antineoplastic chemotherapy for head and neck cancers.
Otolaryngology/Head and Neck Surgery. Edited by Cummings, Frederickson, Harker,
Krause, Schuller. C.V. Mosby Company, St. Louis, MO 1985 (In press).

Shortliffe EH, Scott AC, Bischoff MD, Campbell AB, van Melje W, Jacobs C. An expert
system for oncology protocol management. Rule-Based Expert Systems. The Mycin
Experiments of the Stanford Heuristic Programming Project. Edited by Buchanan BG,
Shortliffe EH. Addison-Wesley Company, Menlo Park, CA 1984:653-655.

Schreiber D, Jacobs C, Rosenberg SA, Cox R, Hoppe RT. The potential benefits of
therapeutic splenectomy in Hodgkin's disease and non-Hodgkin’s lymphomas. Int J Oncol
Biol Phys 1984; 11:31-36.

Jacobs C, Hoppe RT. Non-Hodgkin's lymphomas of the head and neck extranodal sites. Int
J Radiat Oncol Biol Phys 1984; 11:357-364. )
Jacobs C. The role of chemotherapy in the treatment of head and neck cancer. Cisplatin
Current Status and New Developments. Academic Press, 1985 (In Press).

Connors JM, Andiman WA, Howarth CB, Liu E, Merigan TC, Savage ME, Jacobs C.
Treatment of nasopharyngeal carcinoma with human leukocyte interferon. J Clin Oncol
1985 (In Press).
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PRINCIPAL INVESTIGATOR/PROGRAM DIRECTOR: E+ H. Shortliffe
BIOGRAPHICAL SKETCH

Give the following information for key professional personnel listed on page 2, beginning with the
Principal Investigator/Program Director. Photacopy this page for each person.

NAME TITLE BIRTHDATE (Mo.. Dav, ¥r.)
Research
Bruce G. Buchanan Professor of Computer Sciende/ 7=-7=40
EDUCATION (Begin with baccalaureate or ather initial professional education and include postdoctoral training)
DEGREE (circte YEAR
F Y
INSTITUTION AND LOCATION nighest degree! CONFERRED FIELD OF STUD
Ohio Wesleyan University B.A. : 1961 Mathematics
Michigan State University M.A. 1966 Philosopny
Michigan State University Ph.D. 1966 Philosophy

RESEARCH AND/OR PROFESSIONAL EXPERIENCE: Concluding with present posttion, list in chronological order previous emplgysment, experi-
ence, and hanors. include present membersnip on any Federal Government Public Advisory Commuttee. List, in chronological order, the titles ang
complete references to ail publications during the past three years and to representative eariier publications pertinent to this apphication. DO NOT
EXCEED TWO PAGES.

Teaching and Professignal Appointments

1981.present Professor of Computer Science (Research)
Stanford University :
Co-Principal Investigator (with E. Feigenbaum) of the
Heuristic Programming Project since 1976.

1976-1981 Adjunct Professor, Computer Science Dept., Stanford

1972-1976 Research Computer Scientist, Computer
Science Department, Stanford University

1966-1971 Research Associate, Artificial Intelligence
Project, Stanford University

1965-1966 Instructor, Department of Philosophy
Michigan State University

Professignal Activities

e Editorial Board, Artificial Intelligence: An Internationat Journal.

e Editorial Board, Journal of Automated Reasoning.

e Editorial Board, MIT Press series on Artificial Intelligence.

e Editorial Board, Addison-Wesley Press series on Expert Systems.

e Advisory Board. |IEEE Transactions on Pattern Analysis and Machine Intelligence

e American Association for Artificial Intelligence -- Founding Committee, Program
Committees, and Membership Chairman

¢ National Research Council Par)wel on Basic and Applied Research in Computer
Science (1982-83) ’

e Teknowledge Inc. -- Co-Founder, Past President. Consuiting Senior Scientist.
Technotagy Advisory Board Member

o Comtex Scientific Corp. -- Scientific Advisory Board

Continued
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RECENT AND SELECTED PUBLICATIONS

]

E.H. Shortliffe and B.G. Buchanan, "A Model of Inexact Reasoning in Medicine,'
Mathematical Biosciences, 23, 351, 1975.

B.G. Buchanan and E.A. Feigenbaum, "DENDRAL and Meta DENDRAL: Their
Applications Dimension," Artificial Intelligence, 11 (1.2), 5, 1978.

E.H. Shortliffe, B.G. Buchanan, and E.A. Feigenbaum, "Knowledge Engineering
for Medical Decision Making: A Review of Computer-Based Clinical Decision
Aids," Proceedings of the IEEE, 67, 1207-1224, 1979.

R.K. Lindsay, B.G. Buchanan, E.A. Feigenbaum, and J. Lederberg,
Applications of Artificial Intelligence for Chemical Inference: The DENDRAL
Project, New York: McGraw-Hill, 1980.

B.G. Buchanan, "Research on Expert Systems," in J.E. Hayes, D. Michie,
and Y.H. Pao (eds.), Machine Intelligence 10, Mew York: John Wiley, 1982.

B.G. Buchanan, "Partial Bibliography of Work on Expert Systems,'" SIGART
Newsletter No. 84, (Association for Computing Machinery), April, 1983

Thomas G. Dietterich and B.G. Buchanan, ''The Role of Experimentation in Theory
Formation," In Proceedings of the International Workshop on Machine Learning
June 1983, Univ. of Illinois at Urbana-Champaign, pp. l47-135.

B.G. Buchanan, "Introduction to the Memo Series of the Stanford Artificial
Intelligence Laboratory,' AI MAGAZINE Vol. 4, No. 4, Winter 1983.

B.G. Buchanan and E.H. Shortliffe, RULE-BASED EXPERT SYSTEMS: THE MYCIN
EXPERIMENTS OF THE STANFORD HEURISTIC PROGRAMMING PROJECT
Addison-Wesley, 1984, .

New York:
J.C. Kunz, E.H. Shortliffe, B.G. Buchanan, and E.A. Feigenbaum, "Computer-

Assisted Decision Making in Medicine,'" Journal of Medicine and Philosophv
9:135-160, 1984,

B.G. Buchanan, "Expert Systems," Journal of Automated Reasoning Vol. 1, No. 1,
Winter 1985.

D.C. Wilkins, B.G. Buchanan, and W.J. Clancey, "Inferring an Expert's
Reasoning by Watching.'" Proceedings of the 1984 Conference on
Intelligent Systems and Machines, 1984. (Also HPP Report 84-29)

B.G. Buchanan, "Expert Systems: Toward Machines that Think." 1985 Yearbook
of Science and the Future. Chicago: Encyclopaedia Britannica, Inc., 1984.

Li-min Fu and B.G. Buchanan, "Enhancing Performance of Expert Systems by
Automated Discoveryv of Meta-Rules,' Proceedinos of IEEZE Conference on
Applications of Expert Svstems 1984. (Also HPP Report HPP 84-38)

Li-Min Fu and B.G. Buchanan, "Learning Intermediate Knowledge in Constructing
a Hierarchical Knowledge Base,”" to be presented at IJCAI-1985 and to
appear in the conference proceedings.

R.C. Smith, H.A. Winston, T.M. Mitchell, and B.G. Buchanan, '"Representation and

Use of Explicit Justifications for Knowledge Base Refiniement,” to be
presented at IJCAI-85 and to appear in the conference proceedings.
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PRINCIPAL INVESTIGATOR/PROGRAM DIRECTOR: Edward H. Shortlilfe

BIOGRAPHICAL SKETCH

Give the following information for key professional personnel listed on page 2, beginning with the
Principal Investigator/Program Director. Photocopy this page for each person.

BIRTHDATE (Mo., Day, Yr.)

NAME TITLE

Lawrence M. Fagan Senior Research Associate 1/22/51

EDUCATION (Begin with baccalaureate or other initial professional education and include postdocroral trainmngj

DEGREE (circle YEAR £ £ STUDY
INSTITUTION AND LOCATION highest degree) CONFERRED IELD OF §
Massachusetts Institute of Technology B.S. 1973 Interdisciplinary Sci
Stanford University, Stanford, California Ph.D. 1980 Computer Science
University of Miami, Miami, Florida M.D. 1983 Medicine

RESEARCH AND/OR PROFESSIONAL EXPERIENCE: Concluding with present position, list in chronological order previous empioyment, exper:-
ence. and honors. Include present membership on any Federal Government Public Advisory Committee. List, in chronclogical arder, the utles anc
compiete references to all publications during the past three years and to representative earlier publications pertinent to this application. DO NOT

EXCEED TWO PAGES.

Professional Experience

1972 - 1973 Research Assistant, Architecture Machine Group, MIT, Cambridge, Mass.

1973 - 1975 Research Associate; Systems Analyst, Program Verificationm Project,
University of Southern California, Information Sciences Institute,
Marina del Rey, Calif.

1975 Teaching Assistant, Department of Computer Science, Stanford University

1975 - 1979 Research Assistant, Heuristic Programming Project, Department of Computer
Science, Stanford University, MYCIM Project: Diagnosis and therapy of
infectious diseases. PUFF/VM: Expert System for intensive care units.

1979-1980 Associate Scientist, The Institues of Medical Sciences, Pacifiec Medical
Center, San Francisco, Calif. (PUFF/VM Project)
1980 Research Associate, Heuristic Programming Project, Department of

Computer Science, Stanford University: ONCOCIN Project.
1980 - 1981 Research Associate, Joint Appointment, Department of Medicine and
Computer Science, Stanford University, Stanford, Calif. ONCOCIN Project.
1981 - 1983 On leave: Ph.D to M.D. Program, University of Miami, Miami, Florida.
July 1983 Senior Research Associate in Medicine, Department of Medicine,
. Stanford University.

Awards and Offices

1979 Paper of the Year - Medical Instrumentation

1980 Chairman, Program Demonstration Sessions, Artificial Intelligence in
Medicine Conference, Stanford University, Stanford, California

1980 — Member, Executive Committee, Heuristic Programming Project

1983 Co-director, Medical Information Sciences Program, Stanford University

1983 National Liaison - SUMEX-AIM Computer National Resource for
Artificial Intelligence in Medicine

ﬁggiizations Project Director: ONCOCIN, Cancer protocol management system.

1. Wraith, S.M., Aikins, J.S., Buchanan, B.G., Clancey, W.J., Davis, R., Fagan,
L.M.et al. Computerized consultation system for selection of antimicrobial
therapy, Americal Journal Hospital Pharmacy 33:1304-1308, 1976.

2. Yu, V.L., Fagan, L.M., Wraith, S.M.,et al. Antimicrobial selection by a
computer - A blinded evaluation by infectious disease experts. J. Amer. Med.
Assoc. 242:1279-1282, 1979.

3. Osborn, J.J., Fagan, L.M., Fallat, R., Kunz, J.C., McClung, D., Mitchell, R.
Managing the data from respiratory measurements. Med. Instrumentation,
13(6), November 1979.
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Biographical sketch, Lawrence M. Fagan - centinued

4.

o))
.

10.

11.

12.

13.

14,

15,

16.

Fagan, L.M.: Representing time-dependent relaticns in 2z medical satzing
?h.D. Thesis, Computer Science Department, Stanford Uniwversit—, 1980,

(Thesis advisor: Edward Feigenbaum).

Fagan, L.M.: HMeasurement interpretation in the intensive care unit. TilIth
Illinois Conference on Medical Information Systems, Champaign, Illinois,

May 1979, pp. 253-262,

Fagan, L.M., Kunz, J.C., Feigenbaum, E.A. and Osborn, J.J.: A s-mbolic
processing approach to measurement interpretation in the intensive cares
unit. Proc. Third Annual Symposium Computer Applications in Medical Care,
Silver Spring, Maryland, October, 1979, pp. 30-33.

Fagan, L.¥., Kunz, J.C., Feigenbaum, E.A., Osborn, J.J.: Representation of
dynamic clinical knowledge: Measurement interpretation in the intensive care
unit., 6th International Joint Conference on Artificial Intellizence,

Tokyo, Japan, August 1979, pp. 260-262.

Fagan, L.M., Shortliffe, E.H. and Buchanan, B.G.: Computer-based medical
decision making: From MYCIN to VM. Automedica 3(2), 1980, pp. 97-106.

Also appears in "Readings in Medical Artificial Intelligence', (W. Clancey
and E.H. Shortliffe, eds.) Addison-Wesley Publ. Co., 1984,

Kunz, J.C., Fallat, R.J., MeClung, D.H., Osborm, J.J., Votteri, B.A.,

Nii, H.P., Aikins, J.S., Fagan, L.M., Feigenbaum, E.A.: A physiological
rule based system for interpreting pulmonary function test results. Proc.
Computers in Critical Care and Pulmonary Medicine, IEEE Press, 1979.

Fagan, L.M. Understanding Spoken Language. In "The Handbook of Artificial
Intelligence" (A. Barr and E.A. Feigenbaum, eds.), Vol. 1, pp 323-362,

Los Altos, California, 1981.

Shortliffe, E.H. and Fagan, L.M. Expert systems research: modeling the
medical decision making process. In "An Integrated Approach to Monitoring'
(J.S. Gravenstein, R.S. Newbower, A.K. Ream, and N.T. Smith, eds.), pp. 185-
202, Woburn, MA. Butterworth's 1983. -

Fagan, L.M., Kunz, J.C., Feigenbaum, E.A., Osborn, J.J. "Extensions to the
Rule-Based Formalism for a Monitoring Task". In "Rule-Based Expert Systems:
the MYCIN Experiments of the Stanford Heuristic Programming Project' (B.
Buchanan and E.H. Shortliffe, eds.) Addison-Wesley, 1984.

Shortliffe, E.H. and Fagan, L.M. Artificial intelligence: the expert systems
approach to medical consultation. Proceedings of the 6th Annual International
Symposium on Computers in Critical Care and Pulmonary Medicine, 4-7 June
1984, Heidelberg, Germany.

Horvitz, E.J., Heckerman, D.E., Nathwani, B.N., and Fagan, L.M. Diagnostic
Strategies in the Hypothesis-Directed PATHFINDER System. HPP Memo 84-13.
First Conference on Artificial Intelligence Applications, Dec. 5-7, 1984,
Denver, Colorado. ,

Blum, R.L., Walker, M.G., and Fagan, L.M. Minimycin: A Miniature Rule-
Based System. To appear in M.D. Computing.

Preston, K., Jr., Fagan, L.M., Huang, H.K., and Pryor, T.A. Computing in
Medicine. To appear in "Computer', 1984. (Centennial Issue).

Invited Talks

National Computer Conference, Los Angeles, CA 1978

Artificial Intelligence in Medicine Workshop, 1979, 1980, 1983, 1984
IEEE Chapter Biomedical Engineering, San Francisco, CA, 1980
Computers in Medicine Conference, Stanford, CA, 1984

Physicians and Computers Conference, Las Vegas, Nevada 1984

Stanford University Obstetrics-Gynecology Grand Rounds, 1984

29



PRINCIPAL INVESTIGATOR/PROGRAM DIRECTOR: E. H. Shortliffe

BIOGRAPHICAL SKETCH

Give the following information for key professional personnel listed on page 2, beginning with the
Principal Investigator/Program Director. Photocopy this page for each person.

NAME

Barbara Hayves-Roth

TITLE
Sr. Research Associate

BIRTHDATE (¥o., Dav, Yr.)
1/14/49

EDUCATION (Begin with baccalaureate or other initial professional education and include postdoctoral traimingl

DEGREE (circle YEAR
INSTITUTION AND LOCATION highest degree) CONFERRED FIELD OF STUDY
Boston University A.B. 1971 Psychology
University of Michigan M.S. 1973 Psychology
University of Michigan Ph.D. 1974 Psychology

RESEARCH AND/OR PROFESSIONAL EXPERIENCE: Concluding with present position, list in chronological order previous employment, exper
ence, and honors. Include present membership on any Federal Government Public Advisory Commuittee. List, in chronological order, the tities an
complete references to all publications during the past three years and to representative earlier publications pertinent to this application. DO NO’
EXCEED TWO PAGES.

Employment History:

1982-Present Senior Research Associate, Computer Science Department

1976-1982
1974-1976
1972-1974
1971

1969-1971

Stanford University, Stanford, Ca.

Senior Psychologist/Computer Scientist, Information
Sciences Department, The Rand Corporation, Santa Monica, Ca.
Member of Technical Staff, Instructional Research Department
Bell Laboratories, Murray Hill, N.J.

Teaching Fellow, Department of Psychology

The University of Michigan, Ann Arbor, Mi.

System Analyst, Deapartment of Marketing Research

The Gillette Company, Boston, Ma.

Consultant and Programming Instructor

Cambridge Computer Associates, Cambridge, Ma.

Consulting History:

1984-Present Al Research Center

1985

1984-1985
1982-1985
1979-1983

1979-1980

1978

1977-1979

FMC Corporation, Santa Clara, Ca.

Al Research Group

Martin-Marietta, Denver, Co.

Knowledge Systems Division

Perceptronics, Menlo Park, Ca.

Cognitive Interface Department

Hewlitt-Packard, Palo Alto, Ca.

Cognitive Processes Panel

National Science Foundation, Washington, D.C.

Consulting Associate Professor

Psychology and Computer Science Departments, Stanford University,
Stanford, Ca.

Summer Study Group on Educational Testing, Falmouth, Ma.
National Institute of Education, Washington, D.C.
Adjunct Assistant Professor

University of California, Los Angeles
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E. H. Shortliffe

Teaching Experience:

1979-1982 Cognitive Processes in Planning, Stanford University

1977 Thinking, University of California, Los Angeles

1972-1974 Artificial Intelligence, Learning and Memory, Psychology
as a a Natural Science, Psychology Teaching Practicum,
Psychology Research Practicum

1969-1971 Computer Programming, Cambridge Computer Associates

Fellowships, Honors and Professional Memberships:

Phi Beta Kappa, 1971 ) ) . )
National Institutes of Health Trainee, The Unlv§r51ty of M}chlgan, 1971-1972
National Science Foundation Fellow, The University Qf M}chlgan, 1972-1974
Nominated as Fellow to the Center for Advanced Studies in the

Behavioral Sciences, Stanford University, 1980
Member, American Association for Artifical Intelligence
Member, Cognitive Science Society

Publications and Technical Reports:

Hayes-Roth, B. A blackboard architecture for control, Artificial Intelligence
Journal, 1985, in press.

Hayes-Roth, B., and Hewett, M. Learning control heuristics in BB1l.

Stanford University, Stanford, Ca. Report HPP-85-2.

Hayes-Roth, B. BBl: An enviromment for building blackboard systems
that control, explain, and learn about their own problem-solving
behavior. Stanford University, Stanford, Ca. Report HPP-84-16.

Hayes-Roth, B. A blackboard model of control. Heuristic Programming
Project, Stanford University, Stanford, Ca., Report HPP-83-38,

August, 1983

Hayes-Roth, B. An Overview of the Blackboard Architecture. Heuristic
Programming Project, Stanford University, Stanford, Ca., Report
HPP-83-30, February, 1983

Thorndyke, P.W., and Hayes-Roth, B. Differences in spatial knowledge acquired
from maps and navigation. Cognitive Psychology, 1982, 14, 560-589.

Hayes-Roth, B. A cognitive science approach to improving planning. Proceedings
of the Cognitive Science Society, Berkeley, 1981.

Hayes-Roth, B. Opportunism in consumer behavior. Proceedings of the Association
for Consumer Research, October, 1981.

Kanouse, D., and Hayes-Roth, B. Cognitive considerations in the design of
product warnings. In Barofsky, I., Mazis, M., and Morris, L.A. (Eds.),
Banbury Reports: Product Labeling and Health Risks, Cold Spring Harbor,
N.Y., 1980.

Hayes-Roth,B., and Hayes-Roth, E. A cognitive model of planning.

Cognitive Science, 1979, 3, 275-310.
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PRINCIPAL INVESTIGATOR/PROGRAM DIRECTOR: -+ H. Shortliffe

BIOGRAPHICAL SKETCH

Give the following information for key professional personnel listed on page 2, beginning with the
Principal Investigator/Program Director. Photocopy this page for each person.

NAME

Harold Brown Sr.

TITLE BIRTHDATE (Mo., Day, ¥r.)
Research Associate

EDUCATION (Begin with baccalaureate or other initial professional education and incl/ude postdoctoral training)

DEGREE (circle YEAR FIELD OF STUDY
INSTITUTION AND LOCATION highest degree) CONFERRED
University of Notre Dame M.S. 1963 Mathematics
Ohio State University Ph.D. 1966 Mathematics

RESEARCH AND/OR PROFESSIONAL EXPERIENCE: Concluding with present position, list in chronoiogical order previous empiayment, exper
ence, and honors. Include present membership on any Federal Government Public Advisory Committee. List, in chronoiogical order, the titles an
complete references to ail publications during the past three years and to representative eariier publications pertinent to this application. DO NO
EXCEED TWO PAGES.

Experience:
1979 -

1977 - 1979
1974 - 1977
1977

1971 - 1972
1973 - 1974
1963 - 1975

Winter 1971,

1973, 1975

1964 - 1970
1967 - 1968
1960 - 1963

Senior Research Associate, Member Heuristic Programming
Project, Department of Computer Science, Stanford University

Senior Project Scientist, NASA-Ames Research Center
Institute for Advanced Computation, Sunnyvale, CA

Research Associate, Member Heuristic Programming
Project, Department of Computer Science, Stanford University

Lecturer, Information Science Department, University of
California, Santa Cruz, CA

Visiting Professor, Department of Computer Science,
Stanford University

Instructor, Assistant Professor, Assistant Chairman,
Associate Professor, Professor, Mathematics Department:,
OChio State University

Visiting Professor, Mathematics, Rhine. Westf. Tech.
Hoch., Aachen

Director, Associate Director, NSEF - SSTP

Visiting Member, Courant Institute of Mathematical
Sciences, New York University

Assistant to the Chairman, Mathematics Department,
University of Notre Dame

Professional Memberships:

American Association for Artificial Intelligence
Association for Computing Machinery
Institute of Electrical and Electronic Engineers
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E. H. Shortliffe

Representative Publications:

Brown, H.D. and Stefik, M. The partitioning of concerns in digital
system design. Proceedings of the MIT Conference on Advanced
Research in ULSI, 1981.

Brown, H.D., Tong, C., and Foyster, G. Enviromment for circuit
design. Computer, vol. 16, no. 12, December 1983.

Brown, H.D., Yan, J. and Foyster, G. An expert system for assigning
mask levels. HPP Report 83-39, October 1983.
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PRINCIPAL INVESTIGATOR/PROGRAM DIRECTOR: L+ H. Shortliffe

BIOGRAPHICAL SKETCH

Give the following information for key professional personnel listed on page 2, beginning with the
Principal investigator/Program Director. Photocopy this page for each person.

NAME TITLE BIRTHDATE (Mo., Day, ¥r.]

Hisako Penny Nii Research Associate

EDUCATION (Begin with baccalaureate or other initial professional education and inciude postaocroral training)

DEGREE fcircte YEAR FIELD OF STUDY
INSTITUTION AND LOCATION highest degree] CONFERRED
Stanford University M.S. 1973 Computer Science
Tufts University B.S. 1962 Mathematics

RESEARCH AND/OR PROFESSIONAL EXPERIENCE: Conciuding with present position, list in chronoiogical order previous empioyment, expe:
ence, and honors. Include present membership on any Federal Government Pubiic Advisory Commuttee. List, in chranologicai order, the tities ar
complete references to all publications during the past three years and to representative eariier publications perunent to this application, DO NO
EXCEED TWO PAGES.

Experience:

1976 present Research Associate, Heuristic Programming Project,
Stanford University, Stanford, Ca.

1973 1975 Associate Investigator for Computer Science, HASP Project
Systems Control, Inc., Palo Alto, California.

1967 1968 Systems Engineering Advisor, International Business
Machines, World Trade Asia Corporation, Tokyo, Japan.

1962 1967 Research Staff Programmer, International Business Machines

1965

1965

1963

1962

Corporation, Thomas J. Watson Research Center,
Yorktown, New York

1967 Project Leader, Electronic Coding Pad (ECP) System, Designed
and developed a multi-language, conversational
programming and debugging system using display
terminals on satellite computers. :

1966 Assistant Manager, Man-Computer Interaction Group. Designed
and implemented an interactive System/360 Assembly
Language interpreter. Supervised projects in
computer-aided project management, interactive PL/1,
and graphic modeling.

1964 Programmer. World's Fair Lexical Processing System,
translation from Russian to English using
special-purpose computer.

1963 Programmer, miscellaneous applications ranging from text
processing to linear programming problems.

PHS 398 (Rev. 5/82) PAGE _3_4 -



Recent Publications

Nii, H. Penny. "Research on Blackboard Architectures at the Heuristic
Programming Porject', Heuristic Programming Project Memo HPP-85-24, May
1985. Also to appear in: "The Proceedings of the Workshop on AI and
Distributed Problem Solving", 1985.

Feignebaum, E., H. Brown, B. Delagi, R. Gabriel, P. Nii, and T.
Rindfleisch. "Advanced Architectures Project: Scope and Approach,
Heuristic Programming Project Memo HPP-84-40, October, 1984.

Nii, H. Penny. '"Signal-to-Symbol Transformation: Reasoning in the
HASP/SIAP Program', Proc. of ICASSP'84.

Nii, H. Penny. "Signal-to-Symbol Transformation: A Summary of HASP/SIAP
Case Study." Intellectual Leverage for the Information Society,
Digest of Papers, Spring Compcon83, IEEE Catalog No. 83CH1856-4, pp. 120
- 125.

Nii, H. P., E. A. Feigenbaum, J. J. Anton, and A. J. Rockmore.
"Signal-to-Symbol Transformation: HASP/SIAP Case Study', The Artificial
Intelligence Magazine, Vol 3, No. 1, 1982.

Nii, H. P. An Introduction to Knowledge Engineering, Blackboard
Model, and AGE, Heuristic Programming Project Memo HPP-80-29, Computer
Science Dept., Stanford University, 1980.

Manuals

Ajiello, N., H.P. Nii, and W.C. White. The Joy of AGE-ing: An
Introduction of AGE-1 System, Heuristic Programming Project Memo
HPP-81-23, Computer Science Dept., Stanford University, October 1981.

Aiello, N., H.P. Nii, and W.C. White. AGE System Reference Manual,
Heuristic Programming Project Memo HPP-81-24, Computer Science Dept.,
Stanford University, October 1981.

Aiello, N. and Nii, H. P. BOWL: A Beginner's Program Using AGE,
AGE Example Series: No. 1, Heuristic Programming Project Memo-81-26, 1980.

Aiello, N. and H.P. Nii. AGEPUFE: A Simple Event-Driven Program, AGE
Example Series No. 2, Heuristic Programming Project Memo-81-25, 1981.
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Biographical Sketches

1.5. Current and Pending Support

The following lists the sources of current and pending support for key personnel in our
proposal:

EDWARD H. SHORTLIFFE
CURRENT SUPPORT:

Agency: National Institutes of Health

ID Number: 5 P41 RR00785-12

Project Title: SU Medical Experimental Computer Resource (SUMEX)
Principal Investigators: Edward H. Shortliffe & Edward A. Feigenbaum
Amount Awarded: $6,400,287

Period Covered: 8/1/81 - 7/31/86

Current Award: (8/1/84 - 7/31/85) $1,108,929

Percent Effort Committed To Project: 10%

Agency: National Institutes of Health

ID Number: RR-01631

Project Title: Studies of the Dissemination of Consultation Systems
Principal Investigator: Edward H. Shortliffe

Amount Awarded: $624,455

Period Covered: 7/1/83-6/30/86

Current Award: (7/1/84-6/30/85) $222,511

Percent Effort Committed To Project: 30%

Agency: National Institutes of Health

ID Number: LM-04136

Project Title: Therapy-Planning Strategies for Consultation by Computer
Principal Investigator: Edward H. Shortliffe

Amount Awarded: $211,851

Period Covered: 8/1/83- 7/31/86

Current Award: (8/1/84-7/31/85) $69.,875

Percent Effort Committed To Project: 5% (No salary)

Agency: National Science Foundation

ID Number: IST 83-12148

Project Title: Information Structure and Use in Knowledge-Based
Expert Systems

Principal Investigators: Bruce G. Buchanan & Edward H. Shortliffe

Amount Awarded: $330,138 (Total Costs)

Period Covered: 3/1/84-2/28/87

Current Award: (3/1/85-2/28/86) $101,308 (Total Costs)

Percent Effort Committed To Project: 5%

Agency: National Institutes of Health

ID Number: 1 T32 LM07033

Project Title: Postdoctoral Training in Medical Information Science
Principal Investigator: Edward H. Shortliffe

Amount Awarded: $903,718

Period Covered: 7/1/84-6/30/89

Current Award: (7/1/84-6/30/85) $79,059

Percent Effort Committed To Project: 15% (No salary)
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Current and Pending Support

Agency: Henry J. Kaiser Family Foundation

ID Number: None

Project Title: Henry J. Kaiser Facuity Scholar in General Internal Medicine
Principal Investigator: Edward H. Shortliffe

Amount Awarded: $150,000

Period Covered: 7/1/83-6/30/86 (renewable until June 1988)

Current Award: (7/1/84-6/30/85) $50,000

Percent Effort Committed To Project: Supports time on other projects;
provides 40% of salary plus unrestricted research funds

PENDING SUPPORT:

Agency: National Institutes of Health

ID Number: 1 RO1 LM04420-01

Project Title: Knowledge Management for Clinical Trial Advice Systems
Principal Investigator: Edward H. Shortliffe

Amount Requested: $314,707

Period Covered: 7/1/85-6/30/88

Percent Effort Committed To Project: 5%

Agency: National Center for Health Services Research / National
Institutes of Health

ID Number: NCI/HS-05414

Project Title: Computer support for clinical research in the community
Principal Investigator: Edward H. Shortliffe

Amount Requested: $1,578,840

Period Covered: 10/1/85-9/30/89

Percent Effort Committed To Project: 10%

APPLICATIONS IN PREPARATION: NONE
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Current and Pending Support

EDWARD A. FEIGENBAUM
CURRENT SUPPORT:

Agency: National Institutes of Health

ID Number: 5 P41 RR00785-12

Project Title: SU Medical Experimental Computer Resource (SUMEX)
Principal Investigators: Edward H. Shortliffe & Edward A. Feigenbaum
Amount Awarded: $6,400,287

Period Covered: 8/1/81 - 7/31/86

Current Award: (8/1/84 - 7/31/85) $1,108,929

Percent Effort Committed To Project: 6%

Agency: Boeing Computing Services Company

ID Number: None

Project Title: Research on Blackboard Problem-Solving Systems
Principal Investigators: Edward A. Feigenbaum & Bruce G. Buchanan
Amount Awarded: $225,000 (Total Costs)

Period Covered: 2/1/85 - 1/31/86

Percent Effort Committed To Project: 5%

Agency: Defense Advanced Research Projects Agency

ID Number: N00039-83-C-0136

Project Title: Heuristic Programming Project

Principal Investigators: Edward A. Feigenbaum & Bruce G. Buchanan
Amount Awarded: $3,354,493 (Total Costs)

Period Covered: 10/1/82 - 9/30/85

Percent Effort Committed To Project: 10%

Agency: Defense Advanced Research Projects Agency

ID Number: MDA903-83-C-0188

Project Title: Research Computing Equipment Modernization
Principal Investigator: Edward A. Feigenbaum

Amount Awarded: $2,565,000 (Total Costs)

Period Covered: 6/1/83 - 5/31/85

Percent Effort Committed To Project: 0% salary

Agency: Defense Advanced Research Projects Agency

ID Number: F30602-85-C-0012

Project Title: Expert Systems on Multiprocessor Architecture
Principal Investigator: Edward A. Feigenbaum

Amount Awarded: $4,454,444 (Total Costs)

Period Covered: 3/14/85 - 3/13/89

Percent Effort Committed To Project: 19%

Agency: NASA-AMES Research Center

ID Number: NCC 2-220, S1

Project Title: Research on Advanced Knowledge-Based System Architectures
Principal Investigator: Edward A. Feigenbaum

Amount Awarded: $265,000 (Total Costs)

Period Covered: 10/1/82 - 11/30/85

Percent Effort Committed To Project: 2%
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Current and Pending Support

Agency: IBM; IBM/Stanford Joint Study

ID Number: None

Project Title: The Use of Design Models in the Diagnosis of Computer Hardware
Principal Investigator: Edward A. Feigenbaum

Amount Awarded: $846,824 (Total Costs)

Period Covered: 6/1/80 - 5/31/85

Percent Effort Committed To Project: 2%

Agency: National Science Foundation

ID Number: MCS-8310236

Project Title: Applications of Al to Molecular Biology

Principal Investigator: Edward A. Feigenbaum

Amount Awarded: $270,836 (Total Costs)

Period Covered: 11/1/83 - 10 /31/85

Current Award: (1171784 - 10/31/85) $131,621 (Total Costs)

Percent Effort Committed To Project: 4% (no current salary support)

Agency: National Science Foundation

ID Number: MCS-8303142

Project Title: The Mechanization of Formal Reasoning (Computer Research)
Principal Investigator: Edward A. Feigenbaum

Amount Awarded: $183,921 (Total Costs)

Period Covered: 7/15/83 - 6/30/85

Current Award: (7/1/84 - 6/30/85) $98,657 (Total Costs)

Percent Effort Committed To Project: 2% (no current salary support)

PENDING SUPPORT:

Agency: Defense Advanced Research Projects Agency

ID Number: None

Project Titlez Knowledge-Based Systems Research

Principal Investigators: Edward A. Feigenbaum & Bruce G. Buchanan
Amount Requested: $4,464,793 (Total Costs)

Period Covered: 10/1/85 - 9/30/88

Percent Effort Committed To Project: 15%

APPLICATIONS IN PREPARATION: NONE
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Current and Pending Support

BRUCE G. BUCHANAN
CURRENT SUPPORT:

Agency: National Institutes of Health
ID Number: 5 P41 RR00785-12

Project Title: SU Medical Experimental Com r
Principal Investicators: Edward H Shor dffe & Edw

L IRNWAPGL A TWILIRGLVIO. ANATVEAANE A da WJAK

Amount Awarded: $6,400,287

Period Covered: 8/1/81 - 7/31/86

Current Award: (8/1/84 - 7/31/85) $1,108,929
Percent Effort Committed To Project: 10%

Agency: NASA-Ames Research Center

ID Number: NCC02-274

Project Title: Research On Knowledge Representation

Principal Investigator: Bruce G. Buchanan

Amount Awarded: $850,000 (Proposed Total Costs)

Period Covered: 10/1/83 - 9/30/88 (support level pending for future years)
Percent Effort Committed To Project: 10%

Agency: Defense Advanced Research Projects Agency

ID Number: N00039-83-C-0136

Project Title: Heuristic Programming Project

Principal Investigators: Edward A. Feigenbaum & Bruce G. Buchanan
Amount Awarded: $3,354,493 (Total Costs)

Period Covered: 10/1/82 - 9/30/85

Percent Effort Committed To Project: 40%

Agency: National Science Foundation

ID Number: IST-83-12148

Project Title: Information Structure-Use Knowledge-Based Expert Systems
Principal Investigators: Bruce Buchanan & Edward H. Shortliffe

Amount Awarded: $330,138 (Total Costs)

Period Covered: 3/15/84 - 2/28/87 (support level pending for future years)
Current Award: (3/1/85 - 2/28/86) $101,308

Percent Effort Committed To Project: 5%

Agency: National Science Foundation

ID Number: PCM-84-02348

Project Title: Interpretation of NMR Data for Proteins Using Al Methods
Principal Investigators: Bruce Buchanan & Oleg Jardetzky

Amount Awarded: $100,000 (Total Costs)

Period Covered: 11/1/84 - 10/31/86

Current Award: (11/1/84 - 10/31/85) $50,000 (Total Costs)

Percent Effort Committed To Project: 0% (No salaries included in grant.)

Agency: NASA-Goddard Space Flight Center

ID Number: NAG-5-261

Project Title: Planning in Uncertain and Unforgiving Situations, and
Planning Physical Actions

Principal Investigators: Bruce G. Buchanan & Thomas O. Binford

Amount Awarded: $127,837 (Total Costs) (level pending for future years)

Period Covered: 9/1/83 - 8/31/85

Percent Effort Committed To Project: 12%
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Current and Pending Support

Agency: Josiah Macy, Ir. Foundation

[D Number: None

Project Title: A Family of Intelligent Tutoring Programs for
Medical Diagnosis

Principal Investigator: Bruce G. Buchanan

Amount Awarded: $503,415 (Total Costs)

Period Covered: 3/1/85 - 2/29/88

Percent Effort Committed To Project: 5%

Agency: International Business Machines

ID Number: None

Project Title: Attempts to Determine the User's Conceptualization System
Principal Investigator: Bruce G. Buchanan

Amount Awarded: $165,000 (Total Costs)

Period Covered: 5/11/84 - 5/10/85

Percent Effort Committed To Project: 5%

Agency: Boeing Computing Services Company

ID Number: None

Project Title: Research on Blackboard Problem-Solving Systems
Principal Investigators: Edward A. Feigenbaum & Bruce G. Buchanan
Amount Awarded: $225,000 (Total Costs)

Period Covered: 2/1/85 - 1/31/86

Percent Effort Committed To Project: 10%

Agency: Lawrence Livermore

ID Number: None

Project Title: Research on Intelligent Budget Planning and
Resource Management Systems

Principal Investigator: Bruce G. Buchanan

Amount Awarded: $49,964 (Total Costs)

Period Covered: 12/14/84 - 9/30/85

Percent Effort Committed To Project: 3%

PENDING SUPPORT:

Agency: National Institutes of Heaith

ID Number: None

Project Title: Understanding and Critiquing Clinical Trials Literature
Principal Investigators: Bruce G. Buchanan & B.W. Brown

Amount Requested: $340,316

Period Covered: 7/1/85 - 6/30/88

First Year: 7/1/85 - 6/30/86 $107,505

Percent Effort Committed To Project: 5%

Agency: Office of Naval Research

ID Number: None

Project Title: Computer-Based Tutors for Explaining and Managing
the Process of Diagnostic Reasoning

Principal Investigator: Bruce G. Buchanan

Amount Requested: $510,622 (Total Costs)

Period Covered: 3/15/85 - 3/14/88

Percent Effort Committed To Project: 5%
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Current and Pending Support

Agency: Office of Naval Research

[D Number: None

Project Title: Expert Control of Problem-Solving Search
Principal Investigator: Bruce G. Buchanan

Amount Requested: $725,899 (Total Costs)

Period Covered: 8/1/85 - 7/31/88

Percent Effort Committed To Project: 5%

Agency: Defense Advanced Research Projects Agency

ID Number: None

Project Title: Knowledge-Based Systems Research

Principal Investigators: Edward A. Feigenbaum & Bruce G. Buchanan
Amount Requested: $4,464,793 (Total Costs)

Period Covered: 10/1/85 - 9/30/88

Percent Effort Committed To Project: 35%

APPLICATIONS IN PREPARATION: NONE
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Current and Pending Support

LAWRENCE M. FAGAN
CURRENT SUPPORT:

Agency: National Institutes of Health

ID Number: 5 P41 RR00785-12

Project Title: SU Medical Experimental Computer Resource (SUMEX)
Principal Investigators: Edward H. Shortliffe & Edward A. Feigenbaum
Amount Awarded: $6,400,287

Period Covered: 8/1/81 - 7/31/86

Current Award: (8/1/84 - 7/31/85) $1,108,929

Percent Effort Committed To Project: 5%

Agency: National Institutes of Health

ID Number: RR 01613

Project Title: Studies in the Dissemination of Consuitation Systems
Principal Investigator: Edward H. Shortliffe

Amount Awarded: $624,455

Period Covered: 7/1/83 - 6/30/86

Current Award: (7/1/84 - 6/30/85) $222,511

Percent Effort Committed To Project: 16%

Agency: National Institutes of Health

ID Number: LM-04136

Project Title: Therapy-Planning Strategies for Consultation by Computer
Principal Investigator: Edward H. Shortliffe

Amount Awarded: $211,851

Period Covered: 8/1/83-7/31/86

Current Award: (8/1/84-7/31/85) $69,875

Percent Effort Committed To Project: 29%

Agency: National Institutes of Health

ID Number: 1 R23 LM04316

Project Title: Explanation of Computer-Assisted Therapy Plans
Principal Investigator: Lawrence M. Fagan

Amount Awarded: $107,441

Period Covered: 2/1/85-1/31/88

Current Award: (2/1/85-1/31/86) $37,500

Percent Effort Committed To Project: 50%

PENDING SUPPORT: NONE

APPLICATIONS IN PREPARATION: NONE
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Current and Pending Support

THOMAS C. RINDFLEISCH
CURRENT SUPPORT:

Agency: National Institutes of Health

ID Number: 5 P41 RR00785-12

Project Title: SU Medical Experimental Computer Resource (SUMEX)
Principal Investigators: Edward H. Shortliffe & Edward A. Feigenbaum
Amount Awarded: $6,400,287

Period Covered: 8/1/81 - 7/31/86

Current Award: (8/1/84 - 7/31/85) $1,108,929

Percent Effort Committed To Project: 100%

PENDING SUPPORT:

Agency: Defense Advanced Research Projects Ageney

ID Number: None

Project Title: Knowledge-Based Systems Research

Principal Investigators: Edward A. Feigenbaum & Bruce G. Buchanan
Amount Requested: $4,464,793 (Total Costs)

Period Covered: 10/1/85 - 9/30/88

Percent Effort Committed to Project: 20%

APPLICATIONS IN PREPARATION: NONE
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Current and Pending Support

WILLIAM J. YEAGER
CURRENT SUPPORT:

Agency: National Institutes of Health

ID Number: 5§ P41 RR00785-12

Project Title: SU Medical Experimental Computer Resource (SUMEX)
Principal Investigators: Edward H. Shortliffe & Edward A. Feigenbaum
Amount Awarded: $6,400,287

Period Covered: 8/1/81 - 7/31/36

Current Award: (8/1/84 - 7/31/85) $1,108,929

Percent Effort Committed To Project: 100%

PENDING SUPPORT: NONE

APPLICATIONS IN PREPARATION: NONE

Privileged Communication 45

E. H. Shortliffe



Current and Pending Support

HAROLD BROWN
CURRENT SUPPORT:

Agency: Defense Advanced Research Projects Agency

ID Number: NO00039-83-C-0136

Project Title: Heuristic Programming Project

Principal Investigators: Edward A. Feigenbaum & Bruce G. Buchanan
Amount Awarded: $3,354,493 (Total Costs)

Period Covered: 10/1/82 - 9/30/85

Percent Effort Committed To Project: 100%

Agency: Defense Advanced Research Projects Agency

ID Number: F30602-85-C-0012

Project Title: Expert Systems on Multiprocessor Architecture
Principal Investigator: Edward A. Feigenbaum

Amount Awarded: $4,454,444 (Total Costs)

Period Covered: 3/14/85 - 3/13/89

Percent Effort Committed To Project: 50%, beginning 10/85

PENDING SUPPORT:

Agency: National Institutes of Health

ID Number: 5 P41 RR00785-13

Project Title: SU Medical Experimental Computer Resource (SUMEX)
Principal Investigators: Edward H. Shortliffe & Edward A. Feigenbaum
Amount Awarded: $6,400,287

Period Covered: 8/1/81 - 7/31/86

Pending Award: (8/1/85 - 7/31/86) $1,281,295

Percent Effort Committed To Project: 10%

Agency: Defense Advanced Research Projects Agency

ID Number: None

Project Title: Knowledge-Based Systems Research

Principal Investigators: Edward A. Feigenbaum & Bruce ‘G. Buchanan
Amount Requested: $4,464,793 (Total Costs)

Period Covered: 10/1/85 - 9/30/88

Percent Effort Committed To Project: 10%

APPLICATIONS IN PREPARATION: NONE
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Current and Pending Support

HISAKO PENNY NII
CURRENT SUPPORT:

Agency: National Institutes of Health

ID Number: 5 P41 RR00785-12

Project Title: SU Medical Experiment Computer Resource (SUMEX)
Principal Investigators: Edward H. Shortliffe & Edward A. Feigenbaum
Amount Awarded: 36,400,287

Period Covered: 8/1/81 - 7/31/86

Current Award: (8/1/84 - 7/31/85) $1,108,929

Percent Effort Committed to Project: 40%

Agency: Defense Advanced Research Projects Agency

ID Number: NO00039-83-C-0136

Project Title: Heuristic Programming Project

Principal Investigators: Edward A. Feigenbaum & Bruce G. Buchanan
Amount Awarded: $3,354,493 (Total Costs)

Period Covered: 10/1/82 - 9/30/85

Percent Effort Committed To Project: 40%

Agency: Defense Advanced Research Projects Agency

ID Number: F30602-85-C-0012

Project Title: Expert Systems on Multiprocessor Architecture
Principal Investigator: Edward A. Feigenbaum

Amount Awarded: $4,454,444 (Total Costs)

Period Covered: 3/14/85 - 3/13/89

Percent Effort Committed To Project: 50%, beginning 8/85

Agency: NASA-AMES Research Center

ID Number: NCC 2-220, S1

Project Title: Research on Advanced Knowledge-Based System Architectures
Principal Investigator: Edward A. Feigenbaum

Amount Awarded: $265,000 (Total Costs)

Period Covered: 10/1/82 - 11/30/85

Percent Effort Committed To Project: 20%

PENDING SUPPORT:

Agency: Defense Advanced Research Projects Agency

ID Number: None

Project Title: Knowledge-Based Systems Research

Principal Investigators: Edward A. Feigenbaum & B.G. Buchanan
Amount Requested: $4,464,793 (Total Costs)

Period Covered: 10/1/85 - 9/30/88

Percent Effort Committed to Project: 5%

APPLICATIONS IN PREPARATION: NONE
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Current and Pending Support

BARBARA HAYES-ROTH
CURRENT SUPPORT:

Agency: Defense Advanced Research Projects Agency

ID Number: N00039-83-C-0136

Project Title: Heuristic Programming Project

Principal Investigators: Edward A. Feigenbaum & Bruce G. Buchanan
Amount Awarded: $3,354,493 (Total Costs)

Period Covered: 10/1/82 - 9/30/85

Percent Effort Committed To Project: 75%

PENDING SUPPORT:

Agency: National Institutes of Health

ID Number: 5 P41 RR00785-13

Project Title: SU Medical Experimental Computer Resource (SUMEX)
Principal Investigators: Edward H. Shortliffe & Edward A. Feigenbaum
Amount Awarded: $6,400,287

Period Covered: 8/1/81 - 7/31/86

Current Award: (8/1/85 - 7/31/86) $1,281,295

Percent Effort Committed To Project: 15%

Agency: Defense Advanced Research Projects Agency

ID Number: None

Project Title: Knowledge-Based Systems Research

Principal Investigators: Edward A. Feigenbaum & Bruce G. Buchanan
Amount Requested: $4,464,793 (Total Costs)

Period Covered: 10/1/85 - 9/30/88

Percent Effort Committed To Project: 50%

Agency: Office of Naval Research

ID Number: None

Project Title: Computer-Based Tutors for Explaining and Managing
The Process of Diagnostic Reasoning

Principal Investigator: Bruce G. Buchanan

Amount Requested: $510,311 (Total Costs)

Period Covered: 3/15/85 - 3/14/88

Percent Effort Committed to Project: 25%

APPLICATIONS IN PREPARATION: NONE
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Current and Pending Support

CHARLOTTE JACOBS
CURRENT SUPPORT:

Agency: National Institutes of Health

ID Number: P01 CA34233-02 .

Project Title: Clinical and Laboratory Studies of the Malignant Lymphomas
Principal Investigator: Saul A. Rosenberg

Period Covered: 4/1/83 - 3/31/86

Current Award: (4/1/85 - 3/31/86) $1,314,907

Percent Effort Committed To Project: 10%

Agency: National Institutes of Health

ID Number: CA09287-07

Project Title: Investigative Oncology
Principal Investigator: Saul A. Rosenberg
Period Covered: 9/1/78 - 8/31/88

Current Award: (9/1/84 - 8/31/85) $92,580
Percent Effort Committed To Project: 3%

Agency: National Institutes of Health

ID Number: 1 R24-RR01631

Project Title: Studies in the Dissemination of Consultation Systems
Principal Investigator: Edward H. Shortliffe

Period Covered: 7/1/83 - 6/30/86

Current Award: (7/1/84 - 6/30/85) $222,511

Percent Effort Committed To Project: 5%

Agency: National Institutes of Health

ID Number: CA25862-04

Project Title: Northern California Oncology Group
Principal Investigator: C. Norman Coleman

Period Covered: 8/1/83 - 7/31/86

Current Award: (8/1/84 - 7/31/85) $104,483
Percent Effort Committed To Project: 3%

Agency: National Institutes of Health

ID Number: 1R01A2 CA33849

Project Title: Chemical Modifiers of Radiation Therapy and Chemotherapy
Principal Investigator: C. Norman Coleman

Period Covered: 5/1/84 - 4/30/87

Current Award: (5/1/85 - 4/30/86) $184,256

Percent Effort Committed To Project: 10%

PENDING SUPPORT:

Agency: National Institutes of Health

ID Number: 1R01CA3771-01

Project Title: Modifiers of Cisplatin Nephrotoxicity
Principal Investigator: Charlotte Jacobs

Amount Requested: $361,503

Period Covered: 7/1/85 - 6/30/88

Percent Effort Committed To Project: 30%
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Current and Pending Support

Agency: Bristol Myers

[D Number: None

Project Title: Improvements in the Efficacy of Cisplatin Nephrotoxicity
Principal Investigator: Charlotte Jacobs

Amount Requested: $347.658

Period Covered: 7/1/85 - 6/30/86

Percent Effort Committed To Project: 30%

Agency: National Institutes of Health

ID Number: 2 R25 CA21555-07A1

Project Title: Cancer Education Program
Principal Investigator: Charlotte Jacobs
Amount Requested: $293,182

Period Covered: 7/1/85 - 6/30/90
Percent Effort Committed To Project: 25%

Agency: Bristol Myers

ID Number: None

Project Title: A Phase III Randomized Study Comparing High Dose
Bolus Platinol (DDP) and 96~Hour Continuous Infusion Fluorouracil
(5-FU) in Combination and as Single Agents in Advanced Squamous Cell
Carcinoma of the Head and Neck

Principal Investigator: Charlotte Jacobs

Amount Requested: $21,600

Period Covered: 7/1/85 - 6/30/86

Percent Effort Committed To Project: 26%

APPLICATIONS IN PREPARATION: NONE
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Current and Pending Support

1.6. Resources and Environment
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PRINCIPAL INVESTIGATOR/PROGRAM DIRECTOR: L+ H. Shortliffe

RESOURCES AND ENVIRONMENT

FACILITIES: Mark the facilities to be used at the applicant organization and briefly indicate their capacities, pertinent capabilities, relative proximit
and extent of availability to the project. Use “other’ to describe the facilities at any other performance sites listed in item 9, page 1, and at sites fo
field studies, Using continuation pages if necessary, include an explanation of any consortium arrangements with other organizations.

D Laboratory:

D Clinical:

D Animal:

EZ]Compmm: See Major Equipment paragraph below.

D Office:

[:] Other { ):

MAJOR EQUIPMENT: List the most important equipment items already available for this project, noting the location and pertinent capabilities .
each. SUMEX-AIM develops and operates a heterogeneous networked system of computing
resources, including mainframe host computers, Lisp workstations, and network utility
servers. Host machines include a DEC 2060 and 2020 running TOPS-20 and a VAX 11/780
running UNIX (these are the current core of the nationally available resource). Our
Lisp workstations include more than 25 Xerox llxx's, a Symbolics LM-2, eight Symbolics
36xx's, and five Hewlett-Packard 9836's. Network printing, file storage, gateway, and
terminal interface services are provided by dedicated VAX 11/750's through an extensive
Ethernet and to external resources through the ARPANET and TYMNET.

ADDITIONAL INFORMATION: Provide any other information describing the environment for the project. ldentify support services such
consultants, secretarial, machine shop, and electronics shop, and the extent to which they will be available to the project.

PHS 208 (Rav &/29) pace 52



Resource Plan

2. Resource Plan

Before launching into the technical details of our proposal, we want to explain two
matters relating to its scope and organization:

Combined SUMEX-AIM and ONCOCIN renewal

This is an application for the 5-year merged renewal of two on-going Biomedical

D h Tanh 1 R FfAre 1) i 4 g T T
Research Technology Resource efforts: 1) the Stanford University Medical EXperimental

computer research resource for applications of Artificial /ntelligence in AMedicine
(SUMEX-AIM, RR-00785) and 2) the resource-related research project for Studies in
the Dissemination of Consultation Systems (ONCOCIN, RR-01631). We propose that
the combined research activities of these projects be funded under a continuation of the
SUMEX-AIM grant and that the core research aspects of the resource-related
ONCOCIN work not be continued separately. The reasons for merging these renewals
are both technical and administrative.

On the technical side, the goals for the two projects are inextricably mingled in the
development and exploitation of Al techniques and Lisp workstation technology for
experimental applications in medical decision-making systems. The recent ONCOCIN
experiments in developing and disseminating a cancer chemotherapy protocol advisor
(built on joint SUMEX/ONCOCIN system technology) have effectively demonstrated
the viability of this applied technology. They have accordingly helped define important
future directions for the longer term thrust of the SUMEX-AIM resource toward
distributed workstations as the computing model for the next generation of biomedical
Al systems.

On the administrative side, the current award periods for both grants end in mid-
summer of 1986. Also, Professor Shortliffe is now Principal Investigator of both
projects and there is no logical way to separate the management of such closely linked
research efforts.

Length of this proposal

We have attempted to keep this proposal as brief as possible. However, we felt obliged
to exceed some of the page limitations stipulated in the NIH guidelines for a severai
reasons.

First, the computer science discipline of artificial intelligence is relatively new and its
intersection with and significance to medicine requires more explanation than more
traditional areas of biomedical research. Second, the SUMEX-AIM resource
encompasses a national community of more than 12 core research projects and 13
collaborative research projects pursuing diverse applications areas. In order to illustrate
the scope of the community and provide the scientific basis for continued support of
SUMEX as a resource, the objectives of these projects must be presented with enough
detail to give reviewers unfamiliar with some aspects of the work a proper perspective.
We also include a brief description of the important operational base of the resource.
And finally, this application is for a S-year renewal term. Many of the core and
collaborative research efforts are aimed at long term goals to assist biomedical
researchers and clinicians in information management, analysis, and decision making.
In order to provide a more efficient research environment, avoiding the overhead of
additional proposal preparations and reviews on time scales shorter than expected result
horizons, we hope to describe our goals in sufficient detail to justify the 5-year award
period.
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Introduction and Background

2.1, Introduction and Background

2.1.1. Principal Investigators' Executive Summary

In the almost twelve years since the SUMEX-AIM resource was established, computing
technology and biomedical artificial intelligence research have undergone a remarkable
evolution. As we prepare this proposal to renew the resource through the remainder of
the 1980's, we take pride in the realization that SUMEX has both influenced and
responded to those changing technologies. It is widely recognized that our resource has
fostered highly influential work in medical AI -- work from which it is generally
acknowledged that the expert systems field emerged -- and that it has simultaneously
helped define the technological base of applied Al research. The LISP machines to
which we directed our attention in 1980 have now demonstrated their practicality as
research tools and, increasingly, as potential mechanisms for disseminating Al systems
as cost-effective decision aids in clinical settings such as private offices. We look
forward to another half decade during which the era of centralized machines for Al
research will come to an end, having been supplanted by networks of distributed and
heterogeneous single-user machines sharing common resources such as file servers,
printers, and gateways to other local and long-distance networks.

Although we reflect on the past with pride and satisfaction, and continue to be
motivated by the goals that led to the initiation of SUMEX over a decade ago, our
present momentum and on-going accomplishments inevitably direct us to the future.
We are delighted that our sense of excitement about this field and its evolution has
been sustained and that the future holds both challenges and promise that continue to
carry our research community forward. The "spirit of SUMEX" that was fostered by
our past efforts and goals provides an on-going stimulus to innovation and
accomplishment. However, the contributing parts of that spirit do not come across well
in the dry recitations of a voluminous proposal document such as the one that follows.
Thus we begin with this prelude that provides an overview of our accomplishments and
our proposed future directions. As in the past, we continue to be motivated by three
main goals:

1. to develop and provide impeccable computing resources and human
assistance to scientists working on applications of artificial intelligence
research in medicine and biology;

2. to demonstrate that it is feasible to provide resources and assistance to a
national community of researchers from a central site, integrating distributed
and centralized computing technology, local and national computer
communication networks, and a staff oriented toward the special problems
of individuals participating in AIM research at other institutions;

3. to develop the community of scientists interested in working on applications
of Al to the biomedical sciences; facilitating the growth, health, and vigor of
the community by providing electronic communications that link its
members and by assisting with the dissemination of systems software and
applications programs that are of use to the wider community of AIM
researchers. One question we have been asking is, "Is there a new style of
science that will emerge in a communications-enhanced setting of national,
rather than institutional, scope?” Within a decade it was clear that the
answer to this question was (and is) "yes"!
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Principal [nvestigators’ Executive Summary

SUMEX's Success as a National Research Resource

The SUMEX Project has demonstrated that it is possible to operate a computing
research resource with a national charter and that the services providable over networks
were those that facilitate the growth of Al-in-Medicine. Many NIH computer RR’s
have been mostly institutional in scope, occasionally regional (like the UCLA resource).
SUMEX now has the reputation of a model national resource, pulling together the best
available interactive computing technology, software, and computer communications in
the service of a national scientific community. Planning groups for national facilities
in cognitive science, computer science, and biomathematical modeling have discussed
and studied the SUMEX model and new resources, like the recently instituted BIONET
resource for molecular biologists, are closely patterned after the SUMEX example.

A decade ago, when machines up to the task of supporting Al research cost $1M, some
of the most notable projects in the history of Artificial Intelligence were done with
terminal-and-network, without a computer on site. In human terms, this meant, of
course, not having the headaches and energy drains of proposing a machine, installing
it, maintaining it and its software, hiring its system programmers and operators, dealing
with communication vendors, etc. The famous INTERNIST program was developed
from Pittsburgh in this way. And the ACT computer model was begun at Michigan,
continued at Yale, and later at Carnegie-Mellon, all without moving the program or
losing a day's work because of machine transition problems. The GENET community
of over 300 molecular biologists grew up in a year around SUMEX programs for
analyzing DNA sequences. Their demand for these centralized capabilities ultimately
swamped our machine and led to the initiation of a separate resource (BIONET) to
meet their needs.

The projects SUMEX supports have generally required substantial computing resources
with excellent interaction. Even today though, with the growing availability of Lisp
workstations, this computing power is still hard to obtain in all but a few universities.
SUMEX is, in a sense, a "great equalizer”. A scientist gains access by virtue of the
quality of his/her research ideas, not by -the accident of where s/he happens to be
situated. In other words, the resource follows the ethic of the scientific journal.

SUMEX has demonstrated that a computer resource is a useful "linking mechanism” for
bringing together and holding together teams of experts from different disciplines who
share a common problem focus. For example, computer scientists have been
collaborating fruitfully with physical chemists, molecular biochemists, geneticists,
crystallographers, internists, ophthalmologists, infectious disease specialists, intensive
care specialists, oncologists, psychologists, biomedical engineers, and other expert
practitioners. And in some of these cases, the interdisciplinary collaboration, usually so
difficult to achieve in the best of circumstances, was achieved in spite of geographical
distance between the participants, using the computer networks.

SUMEX has also achieved successes as a community builder. Al concepts and software
are among the most complex products of computer science. Historically it has not been
easy for scientists in other fields to gain access to and mastery of them, Yet the
collaborative outreach and dissemination efforts of SUMEX have been able to bridge
the gap in numerous cases. Over 36 biomedical AI application projects have developed
in our national community and have been supported by SUMEX over the years. And 9
of these have matured to the point of now continuing their research on facilities
outside of SUMEX. For example, the BIONET resource (named GENET while at
SUMEX) is being operated by IntelliCorp; the Rutgers Computers in Biomedicine
resource is centered at Rutgers University; the CADUCEUS project splits their research
work between their own VAX computer and the SUMEX resource; and the Chemical
Synthesis project now operates entirely on a VAX at U.C. Santa Cruz.

The SUMEX mission has been able to capture the contributions of some of the finest
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computers-in-medicine specialists and computer scientists in the country. For example,
Professor Joshua Lederberg (SUMEX's first PI, now President of The Rockefeiler
University) is a member of SUMEX's Executive Committee; and Dr. Donald Lindberg,
former Director of the University of Missouri's Medical Information Science group, and
now Head of the National Library of Medicine, was until recently the Chairman of the
AIM Advisory Group. Professor Herbert Simon of Carnegie-Mellon University,
Professor Marvin Minsky of MIT, and many other distinguished scientists serve on that
peer review committee.

SUMEX and Artificial Intelligence Research

The SUMEX Project is a relative latecomer to Al research. Yet its scope has given
strong impetus to this historic development in applied computer science. Al research is
that part of computer science that investigates symbolic reasoning processes, and the
representation of symbolic knowledge for use in inference. It views heuristic or
judgmental knowledge to be of equal importance with "factual” knowledge, indeed to be
the essence of what we call "expertise”. In its "Expert Systems” work, it seeks to
capture the expertise of a field, and translate it into programs that will offer intelligent
assistance to a practitioner in that field.

For computer applications in medicine and biology, this research path is crucial, indeed
ineluctable. Medicine and biology are not presently mathematically-based sciences;
unlike physics and engineering, they are seldom capable of exploiting the mathematical
characteristics of computation. They are essentially inferential, not calculational,
sciences. If the computer revolution is to affect biomedical scientists, computers will
be used as inferential aids.

Perhaps the larger impact on medicine and biology will be the exposure and refinement
of the hitherto largely private heuristic knowledge of the experts of the various fields
studied. The ethic of science that calls for the public exposure and criticism of
knowledge has traditionally been flawed for want of a methodology to evoke and give
form to the heuristic knowledge of scientists. The Al methodology is beginning to fill
that need. Heuristic knowledge can be elicited, studied, critiqued by peers, and taught
to students.

The tide of AI research and application is rising. Al is one of the principal fronts
along which university computer science groups are expanding. Federal and industrial
support for AI research is vigorous and growing, although support specifically for
biomedical applications continues to be limited. The pressure from student career-iine
choices is great: to cite an admittedly special case, approximately 80% of the students
applying to Stanford's computer science Ph.D. program cite Al as a possible field of
specialization (up from 30% 4 years ago). At Stanford, we have vigorous special
programs for student training and research in Al -- a new graduate program in Medical
Information Sciences and the two-year Masters Degree in Al program. All of these
have many more applicants than available slots. Demand for our graduates, in both
academic and industrial settings, is so high that students typically begin to receive
solicitations one or two years before completing their degrees.

There is an explosion of interest in medical Al. The American Association for
Artificial Intelligence (AAAI), the principal scientific membership organization for the
Al field, has 7000 members, over 1000 of whom are members of the medical special
interest group known as the AAAI-M. Speakers on medical AI are prominently
featured at professional medical meetings, such as the American College of Pathology
and American College of Physicians meetings; a decade ago, the words "artificial
intelligence” were never heard at such conferences. And at medical computing
meetings, such as the annual Symposium on Computer Applications in Medical Care
and the international MEDINFO conferences, the growing interest in Al and the rapid

E. H. Shortliffe 56 Privileged Communication



Principal Investigators’ Executive Summary

increase in papers on Al and expert systems are further testimony to the impact that
the field is having.

Al is beginning to have a similar effect on medical education. Such diverse
organizations as the National Library of Medicine, the American College of Physicians,
the Association of American Medical Colleges, and the Medical Library Association
have all called for sweeping changes in medical education, increased educational use of
computing technology, enhanced research in medical computer science, and career
development for people working at the interface between medicine and computing.
They all cite evolving computing technology and (SUMEX-AIM) Al research as key
motivators.

In industry, Al is on an exponential growth path as well. In the USA alone, over 30 Al
start-up companies have been formed in the past four years and many groups have
been established in large companies as well. The list of names is long and includes
Hewlett-Packard, Schlumberger (including Fairchild), Texas Instruments, Xerox, IBM,
DEC, General Motors, General Electric, Boeing, Rockwell, FMC Corp, Ford-Aerospace,
Apple Computer, Teknowledge, IntelliCorp, Syntelligence, Lucid, Inference Corp,
Symbolics, LMI, and so on... Many of these firms are marketing hardware and software
tools for expert system development, as well as custom system services. And Japan has
mounted a long-term, well-funded "Fifth Generation” computing effort to broadly
deve}op knowledge-based systems technology as part of their national economic base of
the 1990's. ’

The AI tide is rising largely because of the development in the 1970's and early 1980's
of methods and tools for the application of Al concepts to difficult professional-level
problem solving. Their impact was heightened because of the demonstration in various
areas of medicine and other life sciences that these methods and tools really work.
Here SUMEX has played a key role, so much so that it is regarded as "the home of
applied AL"

SUMEX has been the nursery, as well as the home, of such well-known AI systems as
DENDRAL (chemical structure elucidation), MYCIN (infectious disease diagnosis and
therapy), INTERNIST (differential diagnosis), ACT (human memory organization),
ONCOCIN (cancer chemotherapy protocol advice), SECS (chemical synthesis), EMYCIN
(rule-based expert system tool), and AGE (blackboard-based expert system tool). In the
past four years, our community has published a dozen books that give a scholarly
perspective on the scientific experiments we have been performing. These volumes, and
other work done at SUMEX, have played a seminal role in structuring modern Al
paradigms and methodology. First among these scientific directions has been a switch
in AI's focus from inference procedures to knowledge representation and use. There is
now a recognition that the power of problem solvers derives primarily from the
knowledge that they contain -- of the elements of the problem domain, of the strategies
for solving problems in that domain, and of the forms in which the knowledge is to be
acquired. In 1977, Goldstein and Papert of MIT, writing in the journal Cognitive
Science, described the change of focus as a "paradigm shift” in Al. This shift was
induced largely (though, of course, not exclusively) by the work at SUMEX, beginning
with the DENDRAL development in 1965.

Toward the '90s; the Future of SUMEX

Given this setting of success and vitality, what is the future need and course for
SUMEX as a resource -- especially in view of the on-going revolution in computer
technology and costs, with the emergence of powerful single-user workstations and local
area networking? The answers remain ciear.

At the deepest research level, despite our considerable success in working on medical
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and biological applications, the problems we can attack are still sharply limited. Our
current ideas fall short in many ways against today's important health care and
biomedical research problems brought on by the explosion in medical knowledge and
for which Al should be of assistance. Just as the research work of the 70's and 80's in
the SUMEX-AIM community fuels the current practical and commercial applications,
our work of the late 80's will be the basis for the next decade's systems. QOur growing
knowledge is clearly attained in an incremental fashion; we build today on the results
of the past decade, and we will build in the 1990's on the work we undertake today.

At the resource level, there is a growing, diverse, and active AIM research community
with intense needs for computing resources to continue its work. Many of these groups
still are dependent on the SUMEX-AIM resources. For those who have been able to
take advantage of newly developed local computing facilities, SUMEX-AIM provides a
central cross-roads for communications and the sharing of programs and knowledge. In
its core research and development role, SUMEX-AIM has its sights set on the hardware
and software systems of the next decade. We expect major changes in the distributed
computing environments that are just now emerging in order to make effective use of
their power and to adapt them to the development and dissemination of biomedical Al
systems for professional user communities. In its training role, SUMEX is a crucial
resource for the education of badly needed new researchers and professionals to
continue the development of the biomedical AI field. The "critical mass” of the
existing physical SUMEX resource, its development staff, and its intellectual ties with
the Stanford Knowledge Systems Laboratory (previously called the Heuristic
Programming Project), make this an ideal setting to integrate, experiment with, and
export these methodologies for the rest of the AIM community.

At the beginning, the SUMEX community was small and idea-limited, and the central
SUMEX computer facility was an ideal vehicle for the research. Now the community is
large, and the momentum of the science is such that its progress is limited by
computing power and research manpower. The size and scientific maturity of the
SUMEX community has fully consumed the computing resource in every critical
dimension -- CPU power, main memory size, address space, and file space -- and has
overflowed to decentralized machines of many types. Our projection about the central
role of Lisp workstations in Al research and applications has come true dramatically.
As we were writing our application five years ago, a few experimental workstations
existed in research laboratories and Xerox was laboring over bringing out the first
commercial Dolphin. In that short time, Xerox has significantly increased its product
line and Symbolics, Lisp Machines Inc., Texas Instruments, and Hewlett Packard have
introduced extensive Lisp machine product lines -- at both the low-cost and high-
performance extremes of the spectrum. As indicated in the body of this proposal, with
NIH and DARPA funding and industrial gifts we have been able to purchase a
substantial number of Lisp machines of various types. And much of our work has
already been focussed on developing and experimenting with workstation environments
for biomedical AI applications. We are fully committed to continuing this line of
research for the future hardware thrust of the resource. We will continue our
"experimental” approach to these systems, eschewing articles of faith for real experience.
We must learn to build and exploit distributed networks of these machines and to build
and manage graceful software for these systems. Since decentralization is central to our
future, we must learn its technical characteristics.

Our planning axiom for the next period continues to be: the need to accommodate and
exploit a heterogeneity of computers and peripheral devices. We must maintain a
flexible posture with respect to the introduction of new capabilities and changing costs
during this continuing revolution. Yet we must choose, while avoiding precipitous
decisions. OQOur plan is conservative, recognizing that there is still a community of
national users -- particularly young projects needing seed support prior to obtaining
major funding -- who will depend for several years on a central shared resource like

E. H. Shortliffe 58 Privileged Communication



Principal Investigators' Executive Summary

the SUMEX mainframe. Since the trend is clear, however, we intend to phase out the
role of the central SUMEX machine over the next five years. The existing 2060, with
its superb software, will be frozen except for possible minor upgrades (such as 1n
memory) to minimize maintenance costs. It will continue to serve the AIM community
during the period of transition, but the costs to SUMEX for its maintenance will
decrease linearly until, at the end of the five years, it will no longer be part of the
resource. During the phase out period, the 2060 will continue to provide a start-up
environment for new projects and will facilitate communication among members of the
AIM community. It will also provide us with a "link to the past" -- access to software
that is still needed by the community and can be transferred only gradually to the
totally distributed computing environment which we anticipate will exist in 1990. The
2060 (plus its satellite 2020 and local VAX's) have been amiable workhorses and,
although we do not propose to have SUMEX maintain the smaller mainframe machines
into the renewal period, we can not (indeed dare not) do without the 2060 during this
period of turbulence. It will have a continuing important role in serving national and
local users until an adequate number of workstations gradually become available to all
collaborative projects.

On the workstation front, we propose buying a few additional Lisp machines each year
to allow our core efforts to stay abreast of the advancing technology. For example, in
the first year we plan to buy four of the newly-announced Xerox 6085 machines (these
do not even have an 11xx designation yet for the Lisp versions) as the basis for our
virtual system development work and the ONCOCIN dissemination research. By the
second year, we expect VLSI versions of machines from several companies to choose
from and so on through the 5-year term.

These machines will be integrated into the SUMEX local area network and software
developed to ailow these machines to be more broadly available to local and remote
researchers and to cooperate on complex problems. We will enhance the computing
environments of these systems to allow users to move off of mainframe systems into
increasingly intelligent and supportive surroundings for their work. To facilitate the
transfer of software and access to valuable common facilities, the SUMEX complement
of equipment will be linked by local digital networks to other major centers of
computing at Stanford, the most important of which is the Computer Science
Department.

The success of SUMEX is the success of its dedicated and extraordinarily competent
faculty and staff. This human resource of SUMEX should not, and will not, be
decentralized. In the world of computer systems talent and user-assistance expertise,
there are indeed continuing large "economies of scale”.

The smoothly operating management structure of SUMEX is one of its joys and
victories. We do not plan to fix something that is not broken. We plan that the
Executive Committee and the AIM Advisory Committee will continue to function as
they now do.

To summarize our goals for the five years that lie ahead:

« Maintain the clear thread through SUMEX core system development, core Al
research, our experimental efforts at disseminating clinical decision-making
aids, and new applications efforts.

« Continue to serve the national AIM research community while gradually
phasing out the existing DEC-20 machine and focussing new computing
resource developments on more effective exploitation of distributed
workstations through communication and cooperative computing over
transparent digital networking schemes.
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» Enhance the computing environments of workstations so that no dependency
on central hosts remains and the general mainframe time-sharing systems
can be phased out eventually.

« Continue the central staff and management structure, essentially unchanged
in size and function, except for the merging of the core part of the
ONCOCIN research with the SUMEX resource.

As we add up the budget (flinchingly, we hasten to say), we note that the cost will not
be cheap, despite the much-touted fall in the cost of computing. Part of the expense is
related to merging the budgets of ONCOCIN and SUMEX, each of which have been
separately funded by the Division of Research Resources and are now to be combined
in a unified effort. Despite the costs, we believe that we have been conservative; that
the scientific community we serve needs these resources; and that by its science and its
applications orientation, it has earned them. The scientific work of the SUMEX-AIM
community is the quintessence of experimental computer science. It is advancing, and
gaining acceptance, beyond expectations. SUMEX serves the nation, not one university
or department. We believe that its budget accords well with the national interest and
with the scientific interest.
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2.1.2. Objectives

2.1.2.1. Resource Goals and Definitions

SUMEX-AIM is a national computer resource with a multiple mission: a) promoting
experimental applications of computer science research in artificial intelligence (Al) to
biological and medical problems, b) studying methodologies for the dissemination of
biomedical Al systems into target user communities, ¢) supporting the basic Al research
that underiies applications, and d) facilitating network-based computer resource sharing,
collaboration, and communication among a national scientific community of health
research projects. The SUMEX-AIM resource is located physically in the Stanford
University Medical School and serves as a nucleus for a community of medical Al
projects at universities around the country. SUMEX provides computing facilities tuned
to the needs of AI research and communication tools to facilitate remote access,
inter- and intra-group contacts, and the demonstration of developing computer
programs to biomedical research collaborators.

In the succeeding sections of this proposal, we offer descriptions of these efforts at
several levels of detail to meet the needs of reviewers from various perspectives. For
this overview, we give only a brief definition of Al and a summary of the aims,
background, and present status of our research relative to the requested term of the
renewal, the five years beginning August 1, 1986.

What is Artificial Intelligence?

Artificial Intelligence research is that part of Computer Science concerned with symbol
manipulation processes that produce intelligent action [1, 56, 61, 69]. Here intelligent
action means an act or decision that is goal-oriented, is arrived at by an understandable
chain of symbolic analysis and reasoning steps, and utilizes knowledge of the world to
inform and guide the reasoning.

Placing AI in Computer Science

A simplified view relates Al research with the rest of computer science. The manner
of use of computers by people to accomplish tasks can be thought of as a one-
dimensional spectrum representing the nature of the instructions that must be given the
computer to do its job. At one extreme of the spectrum, representing early computer
science, the user supplies his intelligence to instruct the machine precisely how to do the
job, step-by-step.

At the other extreme of the spectrum, the user describes what he wishes the computer to
do for him to solve a problem. He wants to communicate what is to be done without
having to lay out in detail all necessary subgoals for adequate performance, yet with a
reasonable assurance that he is addressing an intelligent agent that is using knowledge
of his world to understand his intent, complain or fill in his vagueness, make specific
his abstractions, correct his errors, discover appropriate subgoals, and ultimately
translate what he wants done into detailed processing steps that define how it should be
done by a real computer. The user wants to provide this specification of what to do in
a language that is comfortable to him and the problem domain (perhaps English) and
via communication modes that are convenient for him (including perhaps speech or
pictures).

Progress in computer science may be seen as steps away from that extreme how point
on the spectrum: the familiar panoply of assembly languages, subroutine libraries,
compilers, extensible languages, etc. illustrate this trend. The research activity aimed at
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creating computer programs that act as intelligent agents near the what end of the
spectrum can be viewed as a long-range goal of Al research.

Expert Systems and Applications

The national SUMEX-AIM resource has in large part made possible a long,
interdisciplinary line of artificial intelligence research at Stanford concerned with the
development of concepts and techniques for building expert systems [31]. An expert
system is an intelligent computer program that uses knowledge and inference procedures
to solve problems that are difficult enough to require significant human expertise for
their solution. For some fields of work, the knowledge necessary to perform at such a
level, plus the inference procedures used, can be thought of as a model of the expertise
of the expert practitioners of that field.

The knowledge of an expert system consists of facts and heuristics. The facts
constitute a body of information that is widely shared, publicly available, and generally
agreed upon by experts in a field. The heuristics are the mostly-private, little-discussed
rules of good judgment (rules of plausible reasoning, rules of good guessing) that
characterize expert-level decision making in the field. The performance level of an
expert system is primarily a function of the size and quality of the knowledge base that
it possesses.

Projects in the SUMEX-AIM community are concerned in some way with the
application of AI to biomedical research. Brief abstracts of the various projects
currently using the SUMEX resource can be found in Appendix D on page 311 and
more detailed progress summaries in Section 6 on page 191. The most tangible
objective of this approach is the development of computer programs that will be more
general and effective consultative tools for the clinician and medical scientist. There
have already been promising results in areas such as chemical structure elucidation and
synthesis, diagnostic consultation, molecular biology, and modeling of psychological
processes.

Needless to say, much is yet to be learned in the process of fashioning a coherent
scientific discipline out of the assemblage of personal intuitions, mathematical
procedures, and emerging theoretical structure comprising artificial intelligence research.
State-of -the-art programs are far more narrowly specialized and inflexible than the
corresponding aspects of human intelligence they emulate; however, in special domains
they may be of comparable or greater power, e.g. in the solution of structure problems
in organic chemistry or in the rigorous consideration of a large diagnostic knowledge
base.

Resource Sharing

An equally important function of the SUMEX-AIM resource is an exploration of the
use of computer communications as a means for interactions and sharing between
geographically remote research groups engaged in biomedical computer science research
and for the dissemination of Al technology. This facet of scientific interaction is
becoming increasingly important with the explosion of complex information sources
and the regional specialization of groups and facilities that might be shared by remote
researchers [41, 11]. And, as projected in our previous application, we are seeing a
growing decentralization of computing resources with the emerging technology in
microelectronics and a correspondingly greater role for digital communications to
facilitate scientific exchange.

Our community building effort is based upon the developing state of distributed
computing and communications technology. While far from perfected, these capabilities
offer highly desirable latitude for collaborative linkages, both within a given research
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project and among them. A number of the active projects on SUMEX are based upon
the collaboration of computer and medical scientists at geographically separate
institutions, separate both from each other and from the computer resource (see for
example, the MENTOR and PathFinder projects). Many other projects, once begun
using the facilities of the SUMEX-AIM resource, have developed and matured to the
point of justifying their own computing resources and now operate independent of, but
linked through electronic communications to, the SUMEX-AIM resource. Our network
connections and common facilities for user terminals have been indispensable for
effective interchanges between community members, workshop coordinations, and
software sharing.
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2.1.2.2. Specific Aims

The goals of the SUMEX-AIM resource are long term in supporting basic research in
artificial intelligence, applying these techniques to a broad range of biomedical
problems, developing the methodologies for disseminating Al systems into the
biomedical community, experimenting with communication technologies to promote
scientific interchange, and developing better tools and facilities to carry on this
research.

Toward a More Distributed Resource

In the early 1970's, the initial model for SUMEX-AIM as a centralized resource was
based on the high cost of powerful computing facilities and the infeasibility of being
able to duplicate them readily. As planned, this central role has already evolved
significantly and continues to evolve with the introduction of more compact and
inexpensive computing technology now available at many more research sites. At the
same time, the number of active groups working on biomedical Al problems has grown
and the established ones have increased in size. This has led to a growth in the
demand for computing resources far beyond what SUMEX-AIM could reasonably and
effectively provide on a national scale. We have actively supported efforts by the more
mature AIM projects to develop or adapt additional computing facilities tailored to
their particular needs and designed to free the main SUMEX resource for new,
developing applications projects. To date, over 10 of the national projects have moved
some or all of their work to local sites and several have begun resource communities of
their own (see page 116). Thus, as more remotely available resources have become
established, the balance of the use of the SUMEX-AIM resource has shifted toward
supporting start-up pilot projects and the growing Al research community at Stanford.

Summary of Specific Objectives
Our future goals for the central SUMEX-AIM resource are then guided by:

+ The increasingly decentralized character of the resource and community and
the need to find ways to maintain the scientific communication and sharing
that has characterized SUMEX-AIM work

o The continuing exploration of important new areas of biomedical research
in which Al techniques can be effectively applied

+ The need for a strong basic research effort to investigate methodologies to
attack the many problems still beyond our current AI systems and to
develop improved tools to build more complex and effective expert systems

« The growing impact of biomedical Al and the need to find and evaluate
ways for effectively disseminating biomedical Al technology into real-world
settings.

« The need for computing environments for our research and dissemination
work that anticipate the needs of Al applications systems over the next 5-10
years, based on the rapidly changing computing hardware and software
technology base

SUMEX-AIM will retain its role as a national experimental laboratory for biomedical
Al research with a double thrust -- on the one hand, pursuing the basic research for,
experimentation on, and trial dissemination of interesting applications and on the other,
anticipating and developing the model computing and community environment in which

E. H. Shortliffe 64 Privileged Communication



Objectives

this work can take place. We will nurture existing and new projects and serve as a
communications cross-roads for the now diverse AIM community. We will provide the
computing resources and some manpower support for long-term basic Al research
activities that promise to illuminate issues relevant to future selected collaborative
application areas in biology and medicine. For example, as our detailed plans are
presented, you will find threads between our basic research in general patient treatment
protocol acquisition, representation, and decision-making tools and our collaborative
applications in cancer chemotherapy or hypertension trials. Or between our basic
research in blackboard problem-solving frameworks and system architectures and our
collaborative application in NMR protein conformation determination. Other basic
research areas have even longer term goals for problems we hope to be able to address
in the future. Underlying all this work will be the development of the Lisp
workstation system and network environment that will facilitate these research results
and that we feel will become the routine computing environment of the next decade.

In all of this, SUMEX will be both a working laboratory for selected projects within
our computing and manpower capacity limits and a source and repository for software
and ideas for a broader remote community. We will become an increasingly distributed
community resource with heterogeneous computing facilities tethered to each other
through various communications media. Many of these machines will be located
physically near the projects or biomedical scientists using them. We retain our sincere
commitment to our national community of projects. But, inevitably their needs will be
met more and more by local facilities and our plans as a resource for the next term
place greater emphasis than in the past on supporting the growing Stanford community
of AIM collaborations and projects and on developing and integrating model systems at
Stanford that can be emulated elsewhere for AIM community needs.

Even with more distributed computing resources, the central resource will continue to
play an important role for the next term as a communication crossroads and as a focus
for our active dissemination efforts. A key challenge will be to maintain the scientific
?ommunity ties that grew naturally out of the previous co-location within a central
acility.

The following outlines the specific objectives of the SUMEX-AIM resource during the
follow-on five year period. Note that these objectives cover only the resource nucleus;
objectives for individual collaborating projects are discussed in their respective reports
in Section 6. Specific aims are broken into five categories: 1) Core Research and
Development, 2) Collaborative Research, 3) Service and Resource Operations, 4)
Training and Education, and §) Dissemination.

1) Core Research and Development

SUMEX funding and computational support for core research is complementary to
similar funding from other agencies (see page 105) and contributes to the long-standing
interdisciplinary effort at Stanford in basic AI research and expert system design. We
expect this work to provide the underpinnings for increasingly effective consultative
programs in medicine and for more practical adaptations of this work within emerging
microelectronic technologies. Specific aims include:

» Basic research on Al techniques applicable to biomedical problems. Over
the next term we will emphasize work on blackboard problem-solving
frameworks and architectures, knowledge acquisition or learning, constraint
satisfaction, and qualitative simulation.

« Investigate methodologies for disseminating application systems such as
clinical decision-making adyjsors into user groups. This will include
generalized systems for acquiring, representing and reasoning about complex
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treatment protocols such as are used in cancer chemotherapy and which
might be used for clinical trials.

« Support community efforts to organize and generalize Al tools and
architectures that have been developed in the context of individual
application projects. This will include retrospective evaluations of systems
like the AGE blackboard experiment and work on new systems such as BBI,
MRS, SOAR, EONCOCIN, EOPAL, Meta-ONYX, and architectures for
concurrent symbolic computing. The objective is to evolve a body of
software tools that can be used to more efficaciously build future
knowledge-based systems and explore other biomedical Al applications.

« Develop more effective workstation systems to serve as the basis for
research, biomedical application development, and dissemination. We seek
to coordinate basic research, application work, and system development so
that the AI software we develop for the next 5-10 years will be appropriate
to the hardware and system software environments we expect to be practical
by then. Our purchases of new hardware will be limited to experimentation
with state-of-the-art workstations as they become available for our system
developments.

2) Collaborative Research

« Encourage the exploration of new applications of AI to biomedical research
and improve mechanisms for inter- and intra-group collaborations and
communications. @ While Al is our defining theme, we may consider
exceptional applications justified by some other unique feature of SUMEX-
AIM essential for important biomedical research. We will continue to
exploit community expertise and sharing in software development.

« Minimize administrative barriers to the community-oriented goals of
SUMEX-AIM and direct our resources toward purely scientific goals. We
will retain the current user funding arrangements for projects working on
SUMEX facilities. User projects will fund their own manpower and local
needs; actively contribute their special expertise to the SUMEX-AIM
community; and receive an allocation of computing resources under the
control of the AIM management committees. There will be no "fee for
service” charges for community members.

» Provide effective and geographically accessible communication facilities to
the SUMEX-AIM community for remote collaborations, communications
among distributed computing nodes, and experimental testing of Al
programs. We will retain the current ARPANET and TYMNET connections
for at least the near term and will actively explore other advantageous
connections to new communications networks and to dedicated links.

3) Service and Resource Operations

SUMEX-AIM does not have the computing or manpower capacity to provide routine
service to the large community of mature projects that has developed over the years.
Rather, their computing needs are better met by the appropriate development of their
own computing resources when justified. Thus, SUMEX-AIM has the primary focus of
assisting new start-up or pilot projects in biomedical Al applications in addition to its
core research in the setting of a sizable number of collaborative projects. We do offer
continuing support for projects through the lengthy process of obtaining funding to
establish their own computing base.
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Training and Education

« Provide documentation and assistance to interface users to resource facilities
and systems.

« Exploit particular areas of expertise within the community for assisting in
the development of pilot efforts in new application areas.

o Accept visitors in Stanford research groups within limits of manpower,
space, and computing resources.

« Support the Medical Information Science and MS/AI student programs at
Stanford to increase the number of research personnel available to work on
biomedical Al applications.

« Support workshop activities including collaboration with other community
groups on the AIM community workshop and with individual projects for
more specialized workshops covering specific research, application, or system
dissemination topics.

5) Dissemination

While collaborating projects are responsible for the development and dissemination of
their own Al systems and results, the SUMEX resource will work to provide
community-wide support for dissemination efforts in areas such as:

« Encourage and support the on-going export of software systems and tools
within the AIM community and for commercial development.

o Assist in the production of video tapes and films depicting aspects of AIM
community research.

« Promote the publication of books, review papers, and basic research articles
on all aspects of SUMEX-AIM research.
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2.1.2.3. Resource Scope

The SUMEX-AIM resource has been from its inception a national experimental
resource for biomedical Al with a scope that is carefully defined. Within its limited
manpower and computational resources, its focus has been on experiments in new and
varied biomedical applications of Al, assisting new research groups in biomedical Al get
started, exploring ways to disseminate Al systems into biomedical user communities,
supporting relevant basic Al research, and facilitating scientific communications and
community sharing. The SUMEX-AIM user community comprises projects from many
biological and medical disciplines, ranging from chemistry to molecular biology to
clinical medicine to cognitive psychology, and represents collaborations between
computer and biomedical scientists from many parts of Stanford University and other
universities around the country. The development of this diverse community of
projects has both justified the cost of and made effective use of SUMEX-AIM
computational and communication facilities at Stanford and elsewhere in our resource
community. In its resource role, SUMEX has intentionally limited its production
computational capacity to meet the needs of national start-up projects and Stanford
research groups, while encouraging self-sufficient community members to develop
resources to meet their own computing needs. This has allowed us to provide a level of
support for on-going projects and to concentrate most of our efforts on experiments
with integrating emerging hardware and software technologies that will be the vehicles
of future biomedical AI systems. The results of these experiments are widely
q;sseminated and help other groups through example and direct export of software and
ideas.
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2.1.2.4. Significance to Biomedicine

Artificial intelligence is the computer science of representations of symbolic knowledge
and its use in symbolic inference and problem-solving processes. There is a certain
inevitability to this branch of computer science and its applications, in particuiar, to
medicine and biosciences. The cost of computers will continue to fall drastically during
the coming two decades. As it does, many more of the practitioners of the world’s
professions will be persuaded to turn to economical automatic information processing
for assistance in managing the increasing complexity of their daily tasks. They will
find, from most of computer science, help only for those problems that have a
mathematical or statistical core, or are of a routine data-processing nature. But such
problems will be relatively rare, except in engineering and physical science. In
medicine, biology, management, indeed in most of the world's work, the daily tasks are
those requiring symbolic reasoning with detailed professional knowledge. The
computers that will act as intelligent assistants for these professionals must be endowed
with symbolic reasoning capabilities and knowledge.

The growth in medical knowledge has far surpassed the ability of a single practitioner
to master it all, and the computer's superior information processing capacity thereby
offers a natural appeal. Furthermore, the reasoning processes of medical experis are
poorly understood; attempts to model expert decision-making necessarily require a
degree of introspection and a structured experimentation that may, in turn, improve the
quality of the physician's own clinical decisions, making them more reproducible and
defensible. New insights that result may also allow us more adequately to teach medical
students and house staff the techniques for reaching good decisions, rather than merely
to offer a collection of facts which they must independently learn to utilize coherently.

The knowledge that must be used is a combination of factual knowledge and heuristic
knowledge. The latter is especially hard to obtain and represent since the experts
providing it are mostly unaware of the heuristic knowledge they are using. Medical and
scientific communities currently face many widely-recognized problems relating to the
rapid accumulation of knowledge, for example:

« codifying theoretical and heuristic knowledge

effectively using the wealth of information implicitly available from
textbooks, journal articles and other practitioners

« disseminating that knowledge beyond the intellectual centers where it is
collected

customizing the presentation of that knowledge to individual practitioners as
well as customizing the application of the information to individual cases

We believe that computers are an inevitable technology for helping to overcome these
problems. While recognizing the value of mathematical modeling, statistical
classification, decision theory and other techniques, we believe that effective use of such
methods depends on using them in conjunction with less formal knowledge, including
contextual and strategic knowledge.

Artificial intelligence offers advantages for representing and using information that will
allow physicians and scientists to use computers as intelligent assistants. In this way we
envision a significant extension to the decision-making powers of specific practitioners
without reducing the importance of those individuals in that process.

Knowledge is power, in the profession and in the intelligent agent. As we proceed to
model expertise in medicine and its related sciences, we find that the power of our
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programs derives mainly from the knowledge that we are able to obtain from our
collaborating practitioners, not from the sophistication of the inference processes we
observe them using, Crucially, the knowiedge that gives power is not merely the
knowledge of the textbook, the lecture and the journal, but the knowledge of good
practice--the experiential knowledge of good judgment and good guessing, the
knowledge of the practitioner's art that is often used in lieu of facts and rigor. This
heuristic knowledge is mostly private, even in the very public practice of science. It is
almost never taught explicitly, is almost never discussed and critiqued among peers, and
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Perhaps the the most expansive view of the significance of the work of the SUMEX-
AIM community is that a methodology is emerging for the systematic explication,
testing, dissemination, and teaching of the heuristic knowledge of medical practice and
scientific performance. Perhaps it is less important that computer programs can be
organized to use this knowledge than that the knowledge itself can be organized for the
use of the human practitioners of today and tomorrow.

Evidence of the impact of SUMEX-AIM in promoting ideas such as these, and
developing the pertinent specific techniques, has been the explosion of interest in
medical artificial intelligence and the specific research efforts of the SUMEX
community. In SUMEX's second decade, we have found that the small community of
researchers that characterized the AIM field in the early 1970's has now grown to a
large, accomplished, and respected research community. The American Association for
Artificial Intelligence (AAAI), the principal scientific membership organization for the
Al field, has 7000 members, over 1000 of whom are members of the medical special
interest group known as the AAAI-M. This subgroup was founded by members of the
SUMEX-AIM community who were active in AAAI and is the only active subgroup in
the Association. The organization distributes semiannual newsletters on medical Al and
provides a focus for cosponsoring relevant medical computing meetings with other
societies (such as the American Association for Medical Systems and Informatics
-- AAMSI). Medical Al papers are prominently featured at both medical computing
and artificial intelligence meetings, and artificial intelligence is now routinely featured
as a specific subtopic for specialized sessions at medical computing and other medical
professional meetings. For example, members of the AIM community have represented
the field to physicians at the American College of Pathology and American College of
Physicians meetings for the last several years. A mere decade ago, the words "artificial
intelligence” were never uttered at such conferences.. The growing interest and
recognition are largely due to the activities of the SUMEX-AIM community.

Another indication of the growing impact of the SUMEX-AIM community is its effect
on medical education. For reasons such as those outlined above, there is an increasing
recognition of the need for a revolution in the way medicine is taught and medical
students organize and access information. Computing technology is routinely cited as
part of this revolution, and artificial intelligence (and SUMEX-AIM research) generally
figures prominently in such discussions. Such diverse organizations as the National
Library of Medicine, the American College of Physicians, the Association of American
Medical Colleges, and the Medical Library Association have all called for sweeping
changes in medical education, increased educational use of computing technology,
enhanced research in medical computer science, and career development for people
working at the interface between medicine and computing; reports of all four
organizations have specifically cited the role of artificial intelligence techniques in
future medical practice and have used SUMEX-AIM programs as examples of where the
technology is gradually heading.

In summary, the logic which mandates that artificial intelligence play a key role in
enhancing knowledge management and access for biomedicine -- a logic in which we
have long believed -- has gradually become evident to much of the biomedical
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community, We are encouraged by this increased recognition, but humbied bv the
realization of the significant research challenges that remain. Qur goals are accordingly
both scientific and educational. We continue to pursue the research objectives that have
always guided SUMEX-AIM, but must also undertake educational efforts designed to
inform the biomedical community of our results while cautioning it about the
challenges remaining.
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2.1.3. Background

Beginning in the mid-1960's with DENDRAL, a project focused on applications of
artificial intelligence to experiments in modeling scientific inference in biomolecuiar
structure characterization problems [43], the Stanford Knowledge Systems Laboratory
(formerly named the Heuristic Programming Project, see Appendix A) has pioneered in
expert systems research with funding support from NIH, ARPA, NSF, and NASA and

other government and private sources. Much of the early DENDRAL computation
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work was done on the ACME IBM 360/50 interactive computing resource at Stanford,

which was funded by the NIH Biotechnology Resources Program between 1965 and
1973. This system, while an excellent experiment in interactive medical computing,
could not provide the symbolic computing resources needed for AI research. Such
resources were not available from other sources either since the system hardware and
software requirements for Al research (for example, address space, memory size,
languages and debugging support, and interactive facilities) surpass the services
customarily offered in academic or commercial computing facilities. With the success
of DENDRAL by the early 1970's and the start of experiments in other application
areas such as clinical medicine, chemical synthesis, learning, and cognitive psychology, a
general need for state-of-the-art AI computing resources became manifest. Because no
single project could justify funding for its own computing facility of the needed
magnitude, we were led to formulate a shared community solution that was to have far-
reaching impact, both in the support of biomedical Al research and as an experiment in
electronic collaboration among scientists. Since 1973, SUMEX-AIM has developed as a
national resource for applying Al techniques to a broad range of biomedical research
problems.

Funding of the SUMEX-~AIM resource from the NIH Biomedical Research Technology
Program (formerly Biotechnology Rescurces Program) began in December 1973 for a
five year period. Prof. Joshua Lederberg was Principal Investigator and Prof. Edward
A. Feigenbaum was co-Principal Investigator. The major hardware, a DEC KI-10
system running the experimental TENEX operating system, was delivered and accepted
in April 1974, and the system became operational for users during the summer of 1974.
In 1977, we applied for a five-year renewal grant to continue our national research
effort. We received a recommendation for approval of the five year period from the
study section but this was reduced to three years following Professor Lederberg's
decision in early 1978 to accept the presidency of The Rockefeller University. The
principal investigator role passed easily to Prof. Feigenbaum, then Chairman of the
Stanford Computer Science Department, based upon his long-time involvement with the
project and close collaboration with Prof. Lederberg. The highly interdisciplinary spirit
of SUMEX was retained with very close ties to the Stanford Medical School through
Drs. E. H. Shortliffe (then co-Principal Investigator of SUMEX) and S. N. Cohen. At
the end of that 3-year term, we applied for and were awarded a third renewal for the
SUMEX-AIM resource for S vyears starting in August 1981, under Professors
Feigenbaum and Shortliffe. This winter, with his appointment to a tenured faculty
position at Stanford and with his physical and administrative proximity to the SUMEX
resource in the Department of Medicine, Dr. Shortliffe took over as Principal
Investigator of SUMEX and Professor Feigenbaum again became co-Principal
Investigator

Although the 12 years of support the SUMEX-AIM resource has received is long by
some standards, it is short in terms of the time needed to develop the discipline of
artificial intelligence and to realize the potential of its applications in biomedicine.
The existence of SUMEX-AIM and its support by NIH has been crucial to the
substantial progress made to date. It is hardly long enough for a conclusive
determination of the long term impact of this work but we can fairly take pride in the
scientific success of SUMEX-AIM as a community and in the success of the SUMEX-
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AIM model as a resource. Beginning with 5 projects in 1973, over 35 research projects
have started within the SUMEX-AIM community and, after initial nurturing, 9 have
developed independent computing resources of their own and now operate as
autonomous projects. More than a dozen books describing the results of community
work have been published since 1980. And as indicated earlier, increased training and
the use of computing in general, including programs centered on symbolic computation,
are being advocated for medical education and research. Finally, significant progress
has been made in starting the commercialization of Al technology, based to a
significant extent on the success of early research in the SUMEX-AIM community.

On the resource management side, we take pride in the diligence and technical
competence with which we have responded to the community responsibilities mandated
by the terms of our grants [51]. Good will and common purpose are of course the
indispensable ingredients for an effective community resource, and we are grateful to
have been able to offer this service in a congenial framework, and at the same time to
be able to support our local computing research needs. The character of the SUMEX
resource has changed with the evolving computer and communications technology on
which it is based. Starting with fully centralized hardware and distributed research
groups in 1974, the community (research groups and computing resources) is now highly
distributed. This change is essential to the technical vitality of the on-going work and
to ensuring the availability of computing resources that will be the means for
disseminating Al programs to biomedical researchers and practitioners.

The present renewal application is therefore written from a perspective of having built
a significant community of active biomedical Al research projects and of entering a
new phase of our research to integrate and exploit exciting computer technologies that
will have a profound effect on the development and export of practical medical Al
programs. As discussed in the sections describing the individual projects (see Section
6), many of the computer programs under development by these groups are maturing
into tools increasingly useful to the respective research communities. The demands
from innovative new core research work and for production-level use of these programs
has long ago surpassed the capacity of the present SUMEX facility and has raised
important issues of how such software systems can be developed in effective research
environments and then optimized for production environments, exported, and
maintained.
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2.1.4. Resource Progress

This progress summary covers only the resource nucleus. Objectives and progress for
individual collaborating projects are discussed in their respective reports in Section 6.
In particular, progress in the current ONCOCIN resource-related research project for
Studies in the Dissemination of Consultation Systems, which will be merged with
SUMEX in the renewal period, is reported there. Longer term goals for the ONCOCIN
core research work over the period of this renewal application are discussed under the
Planned Resource Activities section of this proposal. These collaborative projects
collectively provide much of the scientific basis for SUMEX as a resource and our role
in assisting them has been a continuation of that evolved in the past. Collaborating
projects are autonomous in their management and provide their own manpower and
expertise for the development and dissemination of their Al programs.

2.1.4.1. Summary of Prior Goals

The following summarizes SUMEX-AIM resource objectives as stated in the proposal
for the on-going five-year grant, begun on August 1, 1981, and provides the backdrop
against which specific progress is reported. These project goals are presented in the
three categories used in the previous proposal: 1) resource operations, 2) training and
education, and 3) core research.

1) Resource Operations

« Maintain the vitality of the AIM community by continuing to encourage and
explore new applications of AI to biomedical research and improving
mechanisms for inter- and intra-group collaborations and communications.
User projects will fund their own manpower and local needs; will actively
contribute their special expertise to the SUMEX-AIM community; and will
receive an allocation of computing resources under the control of the AIM
management committees. There will be no "fee for service” charges for
community members.

« Provide effective computational support for AIM community goals, including
efforts to improve the support for artificial intelligence research and new
applications work; to develop new computational tools to support more
mature projects; and to facilitate testing and research dissemination of nearly
operational programs. We will continue to operate and develop the existing
KI-10/2020 facility as the nucleus of the resource. We will acquire
additional equipment to meet developing community needs for more
capacity, larger program address spaces, and improved interactive facilities.
New computing hardware technologies becoming available now and in the
next few years will play a key role in these developments and we expect to
take the lead in this community for adapting these new tools to biomedical
Al needs. We planned the phased purchase of two VAX computers to
provide increased computing capacity and to support large address space
LISP development, a 2 GByte file server to meet file storage needs, and a
number of single-user “professional workstations” to experiment with
improved human interfaces and Al program dissemination.

« Provide effective and geographically accessible communication facilities to
the SUMEX-AIM community for remote collaborations, communications
among distributed computing nodes, and experimental testing of Al
programs. We will retain the current ARPANET and TYMNET connections
for at least the near term and will actively explore other advantageous
connections to new communications networks and to dedicated links.
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2) Training and Education

o Provide community-wide support and work to make resource goals and Al
programs xnown and available to appropriate medical scientists.
Collaborating projects are responsible for the development and dissemination
of their own Al programs.

« Provide documentation and assistance to interface users to resource facilities
and programs and continue to exploit particular areas of expertise within the
community for developing pilot efforts in new application areas.

« Allocate "collaborative linkage” funds to qualifying new and pilot projects to
provide for communications and terminal support pending formal approval
and funding of their projects. These funds are allocated in cooperation with
the AIM Executive Committee reviews of prospective user projects.

o Support workshop activities, including collaboration with the Rutgers
Computers in Biomedicine resource on the AIM community workshop and
with individual projects for more specialized workshops covering specific
application areas or program dissemination.

3) Core Research

« Explore basic artificial intelligence research issues and techniques, including
knowledge acquisition, representation, and utilization; reasoning in the
presence of uncertainty; strategy planning; and explanations of reasoning
pathways, with particular emphasis on biomedical applications.

« Support community efforts to organize and generalize AI tools that have
been developed in the context of individual application projects. This will
include work to organize the present state-of-the-art in Al techniques
through the AI Handbook effort and the development of practical software
packages (e.g., AGE, EMYCIN, UNITS, and EXPERT) for the acquisition,
representation, and utilization of knowledge in AI programs.
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2.1.4.2. Progress Highlights

In this section we summarize highlights of SUMEX-AIM resource activities over the
past 4 years, focusing on the resource nucleus.

« We have continued to recruit new user projects and collaborators to explore
further biomedical areas for applying AI. A number of these projects are
built around the communications network facilities we have assembled,
bringing together medical and computer science collaborators from remote
institutions and making their research programs available to still other
remote users. At the same time we have encouraged older mature projects to
build their own computing environments thereby freeing up SUMEX
resources for newer projects. Nine projects now operate on their own
facilities, including three that have become BRTP resources in their own
right. Nine projects in the community have completed their research goals
and their staffs have moved on to new areas.

« SUMEX user projects have made good progress in developing and
disseminating effective consultative computer programs for biomedical
research. These performance programs provide expertise in analytical
biochemical analyses and syntheses, clinical diagnosis and decision-making,
molecular biology, and various kinds of cognitive and affective psychological
modeling. We have worked hard to meet their needs and are grateful for
their expressed appreciation (see Section 6).

« We have made significant strategic improvements to the SUMEX-AIM
computing environment in order to optimize computing support for the
community. These developed in ways somewhat different from the initially
projected plan. The DEC VAX computer did not prove to be an effective
machine for running Lisp [45], while Lisp workstations have in fact become
available from a number of vendors as tentatively expected at the time of
our proposal (first Xerox, then Symbolics and LMI, and more recently
Hewlett-Packard and Texas Instruments). Thus, rather than augmenting our
mainframe resources with the purchase of large address space VAX's, we
upgraded the KI-TENEX system to a DEC 2060 and at the same time, began
moving aggressively toward a Lisp workstation-based research environment,
with the approval of an ad hoc site visit group. We did secure VAX
capabilities for our community by means of access to an 11/780 purchased
under DARPA funding. We made an initial purchase of Xerox Dolphins
with NIH funding and subsequently added more Xerox and Symbolics
machines with NIH and DARPA funding and with industrial gifts. Because
of the broad mix of research in the SUMEX-AIM community, no single
workstation vendor can meet our needs so we have undertaken long-term
support of a heterogeneous computing environment, incorporating many
types of machines linked through muitiprotocol Ethernet facilities.

o We have continued the dissemination of SUMEX-AIM technology through
various media. We have distributed various Al software tools to many
research laboratories, including over 200 combined copies of the GENET,
EMYCIN, AGE, MRS, SACON, GLISP, and BB-1 systems. Several of our
software systems have been adapted as commercial Al tools such as the
Teknowledge S.1 and M.l systems derived from EMYCIN, the Texas
Instruments Personal Consultant system derived from EMYCIN, and the
IntelliCorp KEE system derived from UNITS. We have also prepared video
tapes of some of our research projects including ONCOCIN and an overview
tape of Knowledge Systems Laboratory work.
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« Our group has continued to publish activeiy on the results of our research
including more than 45 research papers per year in the Al literature and a
dozen books in the past 5 years on various aspects of SUMEX-AIM Al
research (see page 109). These books have included the three-volume set of
the Handbook of Artificial [ntelligence, edited by Barr, Cohen, and
Feigenbaum; a book on Readings in Medical Artificial [ntelligence: The
First Decade by Clancey and Shortliffe; and a book on Rule-Based Expert
Systems: The MYCIN Experiments of the Stanford Heuristic Programming
Project by Buchanan and Shortliffe.

« We completed the GENET project, begun in 1980 as a collaboration between
the MOLGEN investigators and SUMEX, to make a set of DNA sequence
analysis computing tools available to a national community of molecular
biologists. This was an experiment in using a SUMEX-like resource to
disseminate sophisticated software tools to a computer-naive community and
proved extremely successful. GENET served over 300 molecular biologists
before being phased out in early 1983. Subsequently, a new resource called
BIONET has been funded by NIH at IntelliCorp to provide routine service
of the type pioneered by SUMEX/GENET.

« A program in Medical Information Sciences was begun at Stanford in 1983
under Professor Shortliffe as Director. A group of faculty from the Medical
School and the Computer Science Department argued that research in
medical computing has historically been constrained by a lack of talented
individuals who have a solid footing in both the medical and computer
science fields. The specialized curriculum offered by the new program is
intended to overcome the limitations of previous training options. It
focusses on the development of a new generation of researchers with a
commitment to developing new knowledge about optimal methods for
developing practical computer-based solutions to biomedical needs. The
feasibility of this program resulted in large part from the prior work and
research computing environment provided by the SUMEX-AIM resource.
Over 20 PhD and MS trainees will be enrolled in the fall of 1985. It has
been awarded post-doctoral training support from the National Library of
Medicine, received an equipment gift from Hewlett~Packard, and has
received additional industrial and foundation grants for student support.

« We made significant progress in core Al research. In the area of knowledge
representation, work was done on the representation of explicit strategy
knowledge, temporal knowledge, causal knowledge, and knowledge in logic-
based systems. In the area of architectures and control, we worked on a new
implementation of a blackboard architecture with explicit control knowledge.
Under knowledge acquisition studies, three PhD theses were completed
covering experiments in learning by induction, by analogy, and learning
from partial theories. In the area of knowledge utilization, resuits include
work on reasoning with uncertainty and using counterfactual conditionals.
We continued work on a number of existing tools for expert systems and on
building new ones such as the BBl system. And finally, significant work
was done on the inference of user models, skeletal planning, defining a
taxonomy of diagnostic methods, and reasoning with causal modeis.

« We have continued the core development of the SUMEX facility hardware,
software, and networking systems to enhance the facilities available to
researchers. Much of this work has centered on the effective integration of
distributed computing resources in the form of mainframes, workstations,
and servers. Network gateways and terminal interface machines based on
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MC-68000 microprocessors were developed to link our environment together
and are now the standard system used in the campus-wide Stanford
University network. We developed a gateway interface between Apple
equipment (e.g., the Macintosh and Lisa) and EtherNet hosts that is now in
wide use at universities around the country. We have developed many other
software packages to enhance the computing environments of the Lisp
workstations and to link them to other hosts and servers on our networks.

The following sections then give more detail about SUMEX-AIM core resource
activities since the last grant award.
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2.1.4.3. Resource Equipment Details

The SUMEX-AIM core facility, started in March 1974, was built around a Digital
Equipment Corporation (DEC) KI-10 computer and the TENEX operating system
which was extended locally to support a dual processor configuration. Because of the
operational load on the KI-10's, in the late 1970's, we had added a smail DEC 2020
system (see Figure 2) to support more dedicated testing of systems like ONCOCIN and
Caduceus and for community demos. This facility provided a superb base for the Al
mission of SUMEX-AIM through 1982. Its interactive computing environment, its Al
program development tools, and its network and interpersonal communication media
were unsurpassed in other machine environments. Biomedical scientists found SUMEX
easy to use in exploring applications of developing artificial intelligence programs for
their own work and in stimulating more effective scientific exchanges with colleagues
across the country. Coupled through wide-reaching network facilities, these tools also
give us access to a large computer science research community, including active
artificial intelligence and system development research groups.

The Heterogeneous Computing Environment

In the renewal for the current grant period, both an augmentation of the central
resource in terms of address space and capacity and exploratory work with Lisp
workstations were planned. The Initial Review Group recognized in their special study
section report the importance of optimizing the timing of our planned hardware
acquisitions to coordinate community needs with the availability of important
technological developments in vendor-supported systems. They recommended in their
report that we be allowed considerable flexibility as to phasing of equipment purchases
within the S-year renewal period.

We had initially planned to purchase a large VAX in 1981 and later, our first Lisp
workstations. However, we speeded our push toward workstations for several reasons.
The state of VAX Lisp implementations and projections of their performance were very
discouraging (a study of the VAX InterLisp implementation was done at the time as
documented in [45]). And the first Xerox InterLisp Dolphin workstations were
available for delivery after the summer of 1981. These machines were the prototypes
on which research toward adapting expert AI systems for the interactive workstation
environment could begin. So, we purchased 5 Dolphins for the fall of 1981 and, in
order not to delay non-Lisp SUMEX-AIM work involving VAX machines, we were able
to arrange shared access to a VAX 11/780 funded by ARPA to support Heuristic
Programming Project research. One of the Dolphins we purchased was loaned for
several years to the Rutgers Computers in Biomedicine resource for experimental work.

We continued to evaluate strategies and alternatives for planned system configuration
development. In particular, we had a chance to gain experience with the Dolphin
InterLisp machines and the shared VAX, reassess the role of the dual KI-TENEX
system, and reach a consensus about what the long term configuration of the SUMEX-
AIM facility should be. This was validated by an ad hoc study section review in 1982.
In summary, it was decided that the best resource configuration for the coming decade
would be a shared central machine coupled through a high-performance network to
growing clusters of personal workstations. The central machine should be an extended
addressing TOPS-20 machine and the workstations will be chosen from the viable
products available and scheduled for announcement.

The concept of the individual workstation, especially with the high-bandwidth graphics
interface, proved ideal. Both program development tools and facilities for expert
system user interactions were substantially improved over what is possible with a central
time-shared system. The main shortcomings of these systems were their processing
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speed and cost, but the prospect of other workstations to be available from Xerox,
Symbolics, LMI, HP, and others reassured us that these were the right choices for Al
system in the long term. Still, at the time, it was not possible to equip very much of
the SUMEX-AIM community with individual workstations.

Upgrade of the KI-10's to a 2060

Meanwhile, on the mainframe front, given the continued need for a central machine,
the poor Lisp performance of the VAX, and the increasingly untenable difficulties in
maintaining the KI-TENEX system, we decided it is time to retire the KI-10's and
upgrade them to the then (1982) more modern DEC 2060 TOPS-20 system. This would
free our systems staff to concentrate on more productive development efforts for the
community such as work related to professional workstations and compatible Lisp
support. The 2060 had a processing capacity of 2-3 times that of the dual KI-TENEX
system, badly needed for our community, and it was more compact, reliable, and
maintainable. Pending the arrival of more cost-effective and generally-available Lisp
workstations, this would allow us to continue support for the SUMEX-AIM community
at large and to provide facilities for new Al efforts.

In late 1982, we implemented the upgrade. The purchase price of the DECsystem 2060
reflected a substantial price reduction based on an external research grant from Digital
Equipment Corporation to the Heuristic Programming Project in exchange for access by
DEC to the AI software systems and knowledge-based systems expertise developed by
the HPP. The remainder of the system was funded jointly by NIH and DARPA. The
system configuration is shown in Figure 1. Of course, the transfer of service required a
substantial investment of hardware engineering effort as all of the local line and
network connections had to be changed over. This was aill effected invisibly to the user
community by running the old KI-TENEX and the new 2060 systems in parallel for
more than a month.

Using DARPA funding, we also made some upgrades to the shared VAX 11/780 which
was initially purchased by ARPA for HPP research as well as work in network graphics
and VLSI design. The configuration of this machine is shown in Figure 3. In 1983,
we augmented the machine by adding 2 Mbytes of memory and expanding the file
system with a DEC RPO7 disk drive (512 Mbytes). Approximately 60% of the machine
is allocated for HPP and SUMEX use.

The overall facility model then became the central shared 2060, 2020, and VAX 11/780
systems surrounded with growing numbers of workstations and intercoupled by a local
area network.

Additional Workstations

After the purchase of the 5 experimental Dolphin workstations, much work went into
their development by Xerox, based on feedback and interactions with groups such as
ours using them for AI applications. Performance of the Dolphins improved
substantially based largely on improved microcoding of frequently used primitives and
facilities. The initial optimizations of the Dolphin microcode were based on work at
Xerox observing their own programs running. When the Dolphin was exposed to other
Al systems such as ours, it became clear that additional improvements were necessary
and were implemented, including enhanced performance for CONS operations, function
calls, disk management, garbage collection, and other areas. Improvements in individual
areas of performance ranged from factors of 2 to 10.

By 1983, other contenders were entering the Lisp workstation market in addition to
Xerox. Because work in the HPP and the SUMEX-AIM community draws heavily on
both Interlisp and the derivatives of MIT's MacLisp, we broadened our workstation
experiments into both areas.

E. H. Shortliffe 30 Privileged Communication



Resource Progress

With NIH funding in 1983, we purchased 6 Xerox 1108 workstations (Dandelions) and
in 1984, 3 Xerox 1109's (DandeTigers). With DARPA funding we purchased 2 Xerox
1108's and 1 1132 (high~performance Dorado) in 1984. In early 1985, the ONCQCIN
group received a grant from Xerox of 13 1108's and additional printing and file server
equipment. These machines represent the second generation of Xerox Lisp workstations
and include significantly higher performance and functionality.

With DARPA funding in 1983 we bought a Symbolics LM-2 running the ZetaLisp
system. In 1984, we added 3 Symbolics 3600's and a 3670 and in eariy 1985, another
3670 -- all with DARPA funding. We are aiso planning the purchase of additional
workstations in the near term with DARPA funding.

Local Area Network Server Hardware

Since the late 1970's, we have been developing a local, high-speed Ethernet environment
to provide a flexible basis for planned facility developments and the interconnection of
a heterogeneous hardware environment. OQur development of Ethernet facilities has
been guided by the goals of providing the most effective range of services for SUMEX
community needs while remaining compatible with and able to contribute to and draw
upon network developments by other groups, dating back to the early 3 Mbit/sec
Ethernet given to Stanford and several other universities by Xerox. We now support
both 3 and 10 Mbit/sec Ethernets (see Figure 5) running numerous protocols and
extended geographically throughout the SUMEX-AIM and related Stanford research
groups. This network is the "glue” that holds the rest of the computing environment
together and consists of numerous servers such as gateways and servers for terminal
access, file storage and retrieval, and laser printing.

In the early phases, a substantial amount of special hardware was developed by our
group for network interfaces including a high-performance direct memory access
interface for the dual KI-TENEX system and a serial phase decoded UNIBUS interface
that are used on our DEC 2020, VAX's, and early PDP-11 gateways and TIP's. The KI
Ethernet interface served well for a period until we upgraded the system to a 2060, at
which time we installed the 2060 mass bus EtherNet interface designed and built by the
Stanford Computer Science Department. Qur KI-10 interface is still seeing service in
connecting another KI-10 system (Institute for Mathematical Studies in the Social
Sciences) to the net.

Hardware for Gateways and TIP's

As we evolved a more complex network topology and decided to compartmentalize the
overall Stanford internet to avoid electrical interactions during development and to
facilitate different administrative conventions for the use of the various networks, we
developed gateways to couple subnetworks together. These first used PDP-11/05
hardware and then Motorola MC-68000 systems as they became available.

Similarly, we designed gateway between Apple equipment such as the new Macintosh
terminal, that may play a role in our future virtual graphics work (see page 162), and
EtherNet using a MC-68000 gateway and a locally-designed Apple Bus to Multibus
EtherNet interface. This system incorporates an 8530 Zilog chip to communicate with
the Apple Net and software to manage the protocol packaging.

We also developed a MC-68000 terminal interface processor (TIP) to provide terminal
access to network hosts and facilities. It is basically a machine that has a number of
terminal lines and a network interface and software to manage the establishment of
connections for each line and the flow of characters between the terminal and host. It
can handle up to 32 lines. Both of these systems are now widely used throughout the
Stanford network.
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File Server Hardware

The development of an EtherNet file server was an integral part of our council-
approved equipment plan with further expansions approved for later years. With joint
NIH and DARPA funding, we were able to take advantage of an exceptional offer by
Digital Equipment Corporation, through their corporate external research sponsorship
program to DARPA contractors (the HPP), to purchase two VAX 11/750 machines as
the processor part of our file servers. In the initial file server configurations, we also
bought Fujitsu Eagle 450 MByte disks and controllers (one each from Systems Industries
and Emulex) with one 800/1600 BPI tape unit for long term archives, and one 300
Mbyte removable pack drive for cyclic backups.

Other Network Hardware

We have developed numerous local network connection systems that have taken
advantage of existing cabling rather than invest in expensive trenching and recabling.
For example, in The Heuristic Programing Project (HPP) move to 701 Welch road, a
high-performance network link to other SUMEX and campus network facilities was
essential. Several communication schemes for establishing a reliable and relatively fast
link were considered, including microwave, infrared laser, direct ethernet (by trenching
and placing a direct ethernet cable), telephone company T1 service and others. All of
these would have involved high cost and so we developed a2 communication link using
bare copper telephone pair already in place. The wire distance between the HPP Welch
Road location and the SUMEX machine room in the Medical Center is approximately
2000 ft. Utilizing high capacity differential drivers and ultra high speed, high
sensitivity receivers, a half-duplex transceiver was developed for plain copper twisted
pair that achieved error-free transmission at 1.25 Mbits/sec in each direction, utilizing
Manchester data encoding. This communication link has been in operation for well

over a year now without any appreciable down time or noticeable error rate or data
delays.

In addition to the normal continuous flow of maintenance problems, we have
reconnected the very reliable line printer from the old KI-TENEX system to the 2060.
This required substantial modification of the printer controller to adapt to the different
2060 bus signal standards. We have also installed lots of communications equipment,
including dial-in and -out modems and laser printer connections.
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2.1.4.4. Core System Development

Operating System Software

The various hardware elements of the SUMEX-AIM computing environment require the
development and support of the operating systems that provide the interface between
user software and the raw computing capacity. In addition to performance and
relevance to Al research, much of our strategy for hardware selection has been based on
being able to share development of the operating systems for our research among a
large computer science community. This includes the mainframe systems (TOPS-20 and
UNIX) and the workstation systems, Following are some highlights of recent system
software developments.

TOPS-20 Development

The upgrade of the KI-TENEX system to the 2060 required a very large effort.
Whereas the KI-TENEX system contained a great many local enhancements and
adaptations, our goal was to run a TOPS-20 system that was broadly supported but
which also tracked research developments outside of those motivated by vendor
commercial interests. The most obvious choice for our immediate system peer
community was the other 6 DEC 2060 sites at Stanford since we shared common
internet problems and also had common goals in supporting research work rather than
production computing. We also, of course, retained contact with the other ARPANET
computer science systems. This course has constrained our own local developments by
being part of a larger group of peers but the added problems of coordination have
required fewer site-specific extensions and customizations at the operating system level.

Given this perspective, the following are specific areas of TOPS-20 system effort:

« In the conversion from TENEX, much planning and effort went into
moving the file system, along with the pertinent user-specific directory
information. In addition, we were able to preserve access to the vast
magnetic tape library of archived and otherwise backed up files that had
been created and saved since the inception of SUMEX. A TOPS-20 version
of BSYS, a file archiving system, was imported from ISI as part of the
effort to convert to the 2060. Numerous changes were made to make it
compatible with the version of BSYS previously used at SUMEX. The
LOOKUP program, used under TENEX, was converted to TOPS-20 use and
made compatible with the new version of BSYS. We reviewed and updated
appropriate documentation files in the HLP: and DOC: directories. And we
identified and upgraded numerous system utility programs that utilized
TENEX-dependent system calls.

« Using Tenex code previously developed at SUMEX as a base, we added new
code to the TOPS-20 monitor to significantly enhance the user interface to
the file system naming primitives. One addition was intercepting a ? typed
by a user as part of a file name, then displaying for the user the valid file
name alternatives matching the type-in up to that point, and finally
returning to the original context, allowing the user to continue typing where
he left off. Another addition was to generalize the logic involved in file
name recognition in the case where more than one file matches what is
typed in at the point where the request for recognition was given. The new
logic looks ahead at the alternatives and fills out as much of the file name
as possible, i.e. up to the point of ambiguity.

» Continued development of QANAL (formerly ANAL), a crash analysis
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We have made numerous monitor bug and hardware problem repairs to provide for
more reliable system operation and file integrity. Obvious bugs were removed long ago
so those remaining are elusive and difficult to track down.

program that has been under development since 1978. This program
significantly eases the burden of analyzing the causes of system crashes due
to both hardware and software problems. In addition, the accumulated
outputs from QANAL allow for the detection of long term crash
correlations to analyze infrequent problems,

Track network protocol and service (e.g., file transfer and electronic mail)
developments. We coordinated SUMEX's changes required to support the
ARPANET-wide change from the old NCP protocols to the DOD IP/TCP
protocols. This complex software required significant effort on our part
because SUMEX-AIM has become a major communications crossroads and
so exercises the network code very heavily. This has raised many problems
of bugs and performance that we have worked to improve. We have played
an active role in network discussion groups related to areas such as
electronic mail, network designs, and protocols and had kept system tables
for network host names and addresses, both local and over the ARPANET,
up-to-date.

Developed expanded file system support through multiple RP07 disk drive
service. We were the first site to support more than one RP0O7 unit in a
single structure.

Implemented support for the old but superior LP10 printer from the KI-
TENEX system. Even though DEC doesn't support this configuration, the
LP10 has become our standard printer.

Implemented subdirectory access to allow users full "owner" access to their
subdirectories via the Access Control Job.

Developed improved system allocation code, including the ability to withhold

scheduler "windfall” from a given class or classes, with associated code in
SKED% JSYS.

Improved the efficiency of file backup and archive facilities by flagging
directories with ARCHIVE and MIGRATE requests pending rather than
searching through all directories serially.

We have done substantial work on the TOPS-20 system Executive, the
program that serves as the primary interface between users and the system.
It provides commands to manipulate files, directories, and devices; control
job and terminal parameter settings; observe job and system status; and
execute public and private programs. The SUMEX EXEC is quite well
developed at this stage but we have made several improvements. For
example, we added a command line editor developed at the University of
Texas and commands for the various laser printer spooling capabilities
described later. There were also many more minor upgrades such as reading
SYSTEM:LOGIN.CMD and SYSTEM:COMAND.CMD files on user login,
account verification, enhancing various information commands, and
improved directory and file system facilities to assist users in managing
their files.

keeping up-to-date with the latest monitor releases.
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VAX 4.2 BSD UNIX Development

We run UNIX on our shared VAX 11/780 and on our 11/750 file servers. This system
has been used pretty much as distributed by the University of California at Berkeley,
except for local network support modifications. The local VAX user community is
small so we have not' expended much system effort beyond staying current with
operating system releases and with useful UNIX community developments. The
SUMEX VAX was the first site at Stanford to bring up the Berkeley 4.2 BSD
distribution in October 1983. Since this was an early distribution, there were quite a
number of bug fixes required; these were accomplished both through local effort and
through monitoring the unix-wizards mailing list. After this kernel was running on the
SUMEX machine, it was transported other sites and became the basis for the campus-
wide UNIX 4.2 distribution.

To allow the UNIX network interface code to work in our Stanford subnet
environment, we created a pseudo-network interface driver called 'sub0’, that routed all
output IP datagrams, based on their subnet numbers. This driver was done
transparently, so that at system boot time, you could configure the machine for
Stanford subnets, or for normal network routing. We also worked with other Stanford
sites to install the Stanford PUP network drivers and servers back into 4.2 BSD
(Berkeley does not support these).

Waorkstation System Development

Lisp workstations represent the major new direction for system development at
SUMEX-AIM because these machines offer high performance Lisp engines, large
address spaces required for sophisticated AI systems, flexible graphics interfaces for
users, state-of-the-art program development and debugging tools, and a modularity that
promises to be the vehicle for disseminating Al systems into user environments. We
have accordingly invested a large part of our system effort in developing selected
workstations and the related networking environments for effective use in the SUMEX-
AIM community.

Xerox D-Machines

Much of the SUMEX-AIM community uses InterLisp and has moved naturally to the
Xerox D-machines -- initially the Dolphin and then the Dandelion, Dandetiger, and
Dorado. Much work has gone into hardware installation and networking support but we
have also developed numerous software packages to help make the machines more
effective for users and to ease our own problems in managing the distributed
workstation environment.

In the transition to workstations as computing environments suitable for AI applications
work, not just as programming environments, much system development remains to be
done. One of the problems we have examined and plan to continue to exploring is that
of building distributed expert systems. We are interested, for example, in separating the
reasoning components and user interfaces and are designing a system with multiple
processes which can run on a single or multiple workstations in order to independently
develop, tune and evaluate the components. To facilitate this we have developed a
prototype inter-process message passing interface which makes the topology of the
system invisible to communicating processes, whether on one machine or several CPU'’s
linked via the Ethernet.

Another of our interests is in exploring how to combine different software and/or
hardware architectures in order to take advantage of the best features of each. One
simple low level program that we built allows us to use Interlisp workstations to down
load software into Mesa workstations in order to boot them using the Ethernet as an
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alternative to the hard or floppy disk drives. Along the same lines, we are exploring
efficient ways to communicate high level descriptions of graphic data among differing
media. We have developed a simple system which will take text formatting files and
translate them into graphic window dispiays, defining active regions of the screen in the
process. This facilitates the design of user interfaces using the familiar medium of text
processing,.

In our Al systems work, we have developed a low overhead object-oriented system
which is designed to be flexible enough to model different object-oriented programming
styles at the same time. It is also designed to facilitate a model of large knowledge
bases which reside principally on file servers but whose components are loaded on
demand. With this system, a minimal set of information about all the objects in a
knowledge base is loaded upon opening. This information allows many simple inquires
about the nature of objects and their relationships to be made without the main body
of the object being resident. Only when non-trivial operations are performed are the
contents of the object brought into core. This design is based on the belief that the
size of knowledge bases will eventually grow to exceed the capacity of any given
computer. However, most systems will generally only need a manageable subset of
objects at runtime.

Other work we have done includes monitoring tools to examine static function calling
hierarchy as well as view runtime executions graphically. We are also developing
graphics interfaces to knowledge base construction and maintenance.

Some of the InterLisp software packages that have been written in the course of this
work include:

ACFontCreate -- Reads a Xerox PARC font file in AC format into a lisp data structure
BaudRate -- Benchmarks baudrates by BINing through a file

DSys -- Monitors D machine usage on demand

GraphNet -- Derives topology of the PUP internet via net and gateway probes
HPColor -- Interlisp image stream implementation to drive H-P dgl graphics
Impress -- Interlisp image stream implementation to generate Impress print files
MakeStrike -- Writes out an Interlisp display font as a strike file

MLabel ~- Generates mailing labels from a mailing list

RasterFontCreate -- Generates an Impress font of bitmap patches in arbitrary scale
ReadRSTFontFile -- Reads an Impress font file into a list data structure
RemoteTools -- Tools to manipulate a remote Interlisp using its systat process
RootPicture -- Reads a Press file bitmap into a lisp bitmap

RSTSample -- Creates an Impress sampler showing all characters of a font

SIL -- Reads and displays a SIL drawing file and optionally hardcopies it

SYSTAT -- a remote Eval server for Interlisp

Undither -- Compresses a previously dithered image into an AIS file

VDSDog -- Monitors array space usage to prevent crashing from lack thereof

WriteRSTFontFile -- generates an Impress font file from a special Lisp structure
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ZDir -- TENEX-style directory lister for use with UNIX via Leaf server calls
DScribe -- A simple SCRIBE-to-display list parser/driver.

EtherBoot -- Provides microcode and program boot service for Xerox 8000's
GraphCalls -- Graphs the calling hierarchy of a lisp function and more
Hash -- Provide a machine independent hash file facility

EditBG -- A background/border texture editor.

FileLstW -- Menu-based interface to the file package.

MagnifyW -- A magnifying glass for bitmaps.

Message -- Multi-process/Multi-CPU message passing facility.

Multiw -- Links windows so that they move, surface, and close as a group
OZone -- An object-oriented programming system for Interlisp

Plotter -- Interlisp image stream to generate native-mode H-P pilot files
Register -- Bundles menus into a coherent device for complex input

Region -- A utility to allow dissimilar activity in a single window.

Storage -- A utility to display Interlisp data type storage graphically.

Once a package has been developed and determined to be of general interest, we
announce it over an electronic mail users list and make it available to other sites. In
some cases, packages have such extensive utility that they are submitted as LispUsers
packages for distribution by Xerox. This occurred in the case of Graphcalls, Hash,
MultiW, and FileLstW, the latter submitted under the name Manager.

We have worked closely with many other sites, including the Center for Study of
Language and Information at Stanford, the Stanford Campus Networking group, Rutgers
University, Ohio State University, the University of Pittsburgh, Cornell, Maryland, and
industrial research groups such as Xerox Palo Alto Research Center, SRI, Teknowledge,
IntelliCorp, and Schlumberger-Doll Research. We have-been the maintainers for the
international electronic mail network of users for research D-machines, which have
upwards of 300 readers, and the interchange of ideas and problems among this group
has been of great service to all users.

Symbolics Lisp Machines

We have a growing community of Symbolics machines and users. Little development
has gone into the tools for these systems yet because the small number of machines we
have are concentrated in applications groups. @ We have actively supported the
installation and maintenance of these systems, the installation of new software releases,
and the integration of these systems with the rest of our networking environment. We
were a beta test site for the Symbolics [P/TCP software.

Macintosh Workstations

In early 1984 Apple Computer released their new Macintosh and we were immediately
interested in it as a possible low-cost display workstation to interface to our Lisp
workstations and other hosts. In order to evaluate the Macintosh for this purpose,
SUMEX received some early equipment and manuals through Stanford's participation in
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the Apple university consortium program. Like many groups trying to experiment with
Macintosh software however, we found the Apple Lisa cross-development environment
somewhat restrictive and hard to use and this was the only way to create Macintosh
software at the time. So we built a UNIX-based cross-development environment on
our VAX. It turns out, that this was the first C development environment available on
the Macintosh when we released our software (via Arpanet FTP) in June of 1984
SUMacC (Stanford University Macintosh C) has been quite widely received, and is in
use at well over a hundred sites throughout the US and in foreign countries, SUMACC
integrated pieces of software from many groups, and was therefore something of a
cooperative effort. We have openly distributed it to other users either through network
FTP or a magnetic tape at distribution cost. Version 2.0 of the SUMACC system was
released in November of 1984.

Among the many useful programs subsequently written with SUMACC were: (1) a
Kermit program done at Harvard, (2) the Mac PSL (Portable Standard LISP) done at
the University of Utah, and (3) an ‘external file system' done by John Seamons of
LucasFilm which allows the Macintosh to use an Ethernet host (such as UNIX) as a
general network file server (see also page 95).

With the increased usage of Macintoshes in the SUMEX-AIM community, the need to
be able to transfer files between them and TOPS-20 mainframes quickly arose. We
therefore reimplemented the MACGet and MACPut file transfer utilities, previously
developed for UNIX, for TOPS-20. These incorporated TOPS-20 style terminal
handling and file system conventions. Both programs provide reliable (i.e.,
checksummed) transfer of either text or binary data, and are now gaining wide-spread
use outside of SUMEX.

Virtual Workstation Graphics

Finally, we have done a number of experiments with the remote connection of
bitmapped displays to hosts and workstations. Generally, the displays on Lisp machines
are tethered through a high bandwidth cable to their processors. This limits the
flexibility with which users can move from one Lisp machine to another (one must
move physically to another machine) and loses the ability of researchers to work from
home over telephone lines. A way of providing more flexible display to processor
connection is to use a virtual graphics protocol, such as the V Kernel system developed
by Lantz [37], that allows efficient communication of the contents to be displayed on a
bitmapped screen. In an initial experiment, an Interlisp virtual graphics module was
written to run on the DEC-2060 and drive the graphics engine of a Sun MicroSystems
workstation over the Ethernet. This systemn allows applications running on the
DEC-2060 to create views, and windows within those views on the remote workstation,
and then using the Virtual Graphics Terminal Protocols, manipulate those views and
windows. One can place text, draw objects such as points, lines, shaded rectangles,
splines, and bitmaps in these screen areas. Local and remote editing of the graphics
representation is also possible with a responsiveness close to that of a directly
connected display.

Network Services

A highly important aspect of the SUMEX system is effective communication within our
growing distributed computing environment and with remote users. In addition to the
economic arguments for terminal access, networking offers other advantages for shared
computing. These include improved inter-user communications, more effective software
sharing, uniform user access to multiple machines and special purpose resources,
convenient file transfers, more effective backup, and co-processing between remote
machines. Networks are crucial for maintaining the collaborative scientific and
software contacts within the SUMEX-AIM community.
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Remote Networks

We continue our connection to TYMNET as the primary means for access to SUMEX-
AIM from research groups around the country and abroad. Substantial work was
required to transfer TYMNET service from the KI-TENEX system to the 2060 because
the new system does not support the same memory-sharing interface we had for the
KI-10's. There has been no significant change in user service or network performance
though. Very limited facilities for file transfer exist and no improvements appear to
be forthcoming soon. Services continue to be purchased jointly with the Rutgers
Computers in Biomedicine resource to maximize our volume usage price break. We
continue to have serious difficulties getting needed service from TYMNET for
debugging network problems and users away from major cities have problems with echo
response times.

We also continue our extremely advantageous connection to the Department of
Defense’'s ARPANET, managed by the Defense Communications Agency (DCA). This
connection has been possible because of the long-standing basic research effort in Al
within the Knowledge Systems Laboratory that is funded by DARPA. Terminal access
restrictions are in force so that only users affiliated with DoD-supported contractors
may use TELNET facilitiess,. ARPANET is the primary link between SUMEX and
other machine resources such as Rutgers-AIM and the large Al computer science
community supported by DARPA. Our early Honeywell IMP has been upgraded to a
BBN C/30 IMP in preparation for the transition to the IP/TCP protocols. We are also
investigating the installation of a link to the DARPA wideband satellite network to
facilitate the rapid transfer of large amounts of data such as are involved with projects
like our Concurrent Symbolic Computing Architectures project.

Local Area Networks

For many years now, we have been developing our local area networking systems to
enhance the facilities available to researchers. Much of this work has centered on the
effective integration of distributed computing resources in the form of mainframes,
workstations, and servers. Network gateways and terminal interface processors (TIP's)
were developed and extended to link our environment together and are now the
standard system used in the campus-wide Stanford University network. We are
developing gateways to interface other equipment as needed too (e.g., the Macintosh and
Lisa). A diagram of our local area network system is shown in Figure 5 on 94 and the
following summarizes our LAN-related development work.

MC-68000 Server Kernel -- Our early network gateways and TIP's were based on
PDP-11 systems. But these soon became limiting in terms of speed, address space, and
cost. With the introduction of the Motorola MC-68000 microprocessor and its
integration into a compact, large-memory machine in the prototype SUN processor
board developed in the Computer Systems Laboratory at Stanford, a much better vehicle
was at hand. The net server software we developed for the PDP-11 included a kernel
which handles hardware interfaces, core allocation, process scheduling, and low-level
network protocol management. The 3 MBit/sec Ethernet PDP-11 based PUP kernel was
translated and augmented for the MC-68000 CPU/SUN ethernet interface. This kernel
then became the basis for the SUMEX gateway and TIP software which both have
become the Stanford standard. As networking technology developed, the SUMEX kernel
was extended to include 10 MBit/sec Ethernet drivers and to support 10 Mbit/sec PUP,
XNS, and IP protocols. The main modification needed was the addition of a 10
MBit/sec Ethernet address resolution protocol module so that a 10 MBit/sec PUP host
could discover its "soft” PUP address from a cooperating gateway on its local network.

Ethernet TIP -- Based on the new augmented MC-68000 kernel, the 3 Mbit/sec
PDP-11 Ether TIP code was translated. This new TIP could handle increments of 8
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lines up to 32 lines in a six slot backplane. With the advent of the newer 16 line
DUART's developed in the Stanford Computer Science Department, 80 line TIP's have
been built using this TIP code. This code is still running on several 3 Mbit/sec Ether
TIP's at SUMEX. As 10 Mbit/sec networks were introduced, the TIP code was updated
and adapted so that TIP's could run on either 3 MBit/sec or 10 MBit/sec Ethernets.
There are now over 20 TIP's installed at Stanford using the SUMEX code and the
number will increase substantially as the campus-wide local area network grows. The
development of this software is essentially complete now with the recent addition of an
improved user interface and facilities for inbound connections (such as for remote
printers).

Ethernet Gateways -~ Like the TIP systems, the PDP-11 gateway code was adapted to
the MC-68000 hardware and extended to both 3 Mbit/sec and 10 Mbit/sec networks.
Gateways can be configured to support up to four directly connected networks which
may be either 3 MBit/sec or 10 MBit/sec. The gateway system was made "self-
configuring” so that only one bootable gateway was needed. Network directory
downloading and name/address lookup services were added. The routing algorithm was
rewritten to minimize probe time for efficiency because of the continued growth of the
number of subnetworks in the Stanford University network. The gateway now supports
PUP and IP packet transport and XNS packet routing for both 10mb and 3mb networks
is being completed. There are over twenty SUMEX gateways installed at Stanford and
this number shouid double in the next year.

A special gateway configuration was required for the HPP move to Welch Road. Since
the physical link was differentially driven 1.25 MBit/sec twisted pair cable, the network
connections required two three-way gateways, one at either end, and special hardware to
interface the serial lines with the ethernet interfaces. The required special hardware
and software were built and the WR gateway has operated very effectively.

Apple Gateway Another special gateway, named SEAGATE, was developed to better
integrate the Apple Macintosh into our Ethernet system. It links the Ethernet and
Apple’s AppleBus/AppleTalk network. This was completed and released in February
1985. Several internet sites, including some at Stanford, are currently constructing
duplicate gateways. Also, several commercial firms are building a one board version of
the gateway which should lower the cost to about $1000 per gateway. EFS, MAT, and
AppleTalk Library are some sample Macintosh programs and UNIX daemons, that
utilize SEAGATE. EFS is an external file system, written by John Seamons, and
modified by us to work over AppleTalk. With EFS the Mac user sees his normal
iconic view of the world. His UNIX directory appears as an icon and he can remotely
execute and transfer files, simply by clicking on their icons. EFS is to the Mac as Leaf
is to a LISP machine. The AppleTalk library is used by all of these programs to
perform the ATP protocol (AppleTalk transaction protocol). This is the general
protocol used to perform printing, file transfer, etc. with the Mac. The library allows a
UNIX user-level process to perform this ATP protocol. Note that no kernel changes
are required, since the ATP datagrams are imbedded in IP datagrams (UDP) by the
SEAGATE. MAT is the Mac ATP Transfer program, a sample program that does file
transfers with a UNIX host. It can also act as the framework for a Mac mail or print
service.

Remote File Service -- In a distributed workstation environment, effective file access
and transfer facilities between workstations and other hosts and servers are a must,
especially to file servers like those we built around VAX 11/750 UNIX systems. Initial
file service support used code written as a student project in the Stanford Computer
Systems Laboratory. But as the number of workstations increased, service degraded and
it became necessary to rewrite the PUP/BSP UNIX software package, and major
portions of those programs dependent upon these protocols. This resulted in a 300%
increase in throughput and stabilized the Lisp Machine to VAX 11/750 file service
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environment. At the same time we made major improvements to the UNIX Leaf
service for XEROX D-machines. The earlier code, again a student systems project, had
many bugs and inefficiencies and required a complete rewrite. In the new code, each
Leaf connection was given a separate process to manage its Leaf resources, whereas
previously, all users’ Leaf requests were simply handled as a serial queue. This meant
that every packet created a bottleneck for its successors. This work resuited in a much
better Leaf service environment with considerable improvement in overall
responsiveness and throughput.

Laser Printing Services

Since the first Xerox laser printers were developed in the mid-1970's, several companies
have produced computer-driven systems, such as the Xerox Raven and the Imagen
8/300. These systems have become essential components of the work of the SUMEX-
AIM community with applications ranging from scientific publications to hardcopy
graphics output for ONCOCIN chemotherapy protocol patient charts. We have done
much systems work to integrate laser printers into the SUMEX network environment so
they would be routinely accessible from hosts and workstations alike.

We collaborated to develop an Ethernet interface for Imagen printers starting about
January of 1984. We arranged to upgrade our Imprint-10 controller in exchange for
the UNIX software needed to drive it from the network and were the first site to
receive this controller in beta test stage. The UNIX software we developed made it
possible to connect the printer to the new 4.2 BSD line printer spooler package using
IP/TCP protocols. This was completed about March of 1984. After the UNIX
implementation was complete, we developed the corresponding TOPS20 software to
interface to this new printer and later, integrated it into the TOPS20 Galaxy spooler
package. Other sites on campus and in the internet, began using the new printer and
our spooling software as well.

We similarly developed and enhance the spooling system for the Dover and Alto-Raven
laser printers and added a header page for Raven output to separate listings. And in
addition to the device support for the printers to interface to the various mainframe
hosts machines in our network, we also developed packages to allow Xerox D-machines
and Symbolics 3600 machines to print to the networked laser printers.

On the SUMEX-AIM mainframe hosts, SCRIBE is. the predominant document
compilation system, but in the initial stages, it was essentially only used with the Xerox
Dover printer or a daisywheel typewriter. In the succeeding years we integrated the
Imagen Imprint-10 driver from Unilogic, brought up the Xerox Alto-Raven, and
installed support for the new group of Imagen printers (the 8/300's), which are based
on a Canon copier and are now the workhorse printing resources of the local
community. We made numerous improvements in the printing fonts available to users,
including a rework of Knuth's Computer Modern Roman fonts for a more
contemporary look on the Imprint-10, creating a sans serif font family based on
Computer Modern Roman, generating Helvetica and Times Roman font families from
the Xerox sources used to generate the Dover fonts, and creating and improving many
document types in use by the community.

General User Software

We have continued to assemble (develop where necessary) and maintain a broad range
of user support software. These include such tools as language systems, statistics
packages, DEC-supplied programs, text editors, text search programs, file space
management programs, graphics support, a batch program execution monitor, text
formatting and justification assistance, magnetic tape conversion aids, and user
information/help assistance programs.
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A particularly important area of user software for our community effort is a set of
tools for inter-user communications. We have built up a group of programs to
facilitate many aspects of communications including interpersonal electronic mail, a
"bulletin board"” system for various special interest groups to bridge the gap between
private mail and formal system documents, and tools for terminal connections and file
transfers between SUMEX and various external hosts. Examples of work on these sorts
of programs have already been mentioned in earlier sections on operating systems and
networking. A further gratifying example is the TTYFTP program, originally written at
SUMEX as a system for file transfers usable over any circuit that appears as a terminal
line to the operating system (hardline, dial-up, TYMNET, etc.) and incorporating
appropriate control protocols and error checking. The design was derived from the
DIALNET protocols developed at the Stanford AI Laboratory with extensions to allow
both user and server modules to run as user processes without operating system changes.
TTYFTP formed the basis for the KERMIT program that is now distributed by
Columbia University and which is in very wide use for communications between
personal computers and to mainframe hosts.

At SUMEX-AIM we are committed to importing rather than reinventing software where
possible. As noted above, a number of the packages we have brought up are from
outside groups. Many avenues exist for sharing between the system staff, various user
projects, other facilities, and vendors. The availability of fast and convenient
communication facilities coupling communities of computer facilities has made possible
effective intergroup cooperation and decentralized maintenance of software packages.
The many operating system and system software interest groups (e.g., TOPS-20, UNIX,
D-Machines, network protocols, etc.) that have grown up by means of the ARPANET
have been a good model for this kind of exchange. The other major advantage is that
as a by-product of the constant communication about particular software, personal
connections between staff members of the various sites develop. These connections
serve to pass general information about software tools and to encourage the exchange of
ideas among the sites and even vendors as appropriate to our research mission. We
continue to import significant amounts of system software from other ARPANET sites,
reciprocating with our own local developments. Interactions have included mutual
backup support, experience with various hardware configurations, experience with new
types of computers and operating systems, designs for local networks, operating system
enhancements, utility or language software, and user project collaborations. We have
assisted groups that have interacted with SUMEX user projects get access to software
available in our community (for more details, see the section on Dissemination on page
109).

Operations and Support

The diverse computing environment that SUMEX-AIM provides requires a significant
effort at operations and support to keep the resource responsive to community project
needs. This includes the planning and management of physical facilities such as
machine rooms and communications, system operations routine to backup and retrieve
user files in a timely manner, and user support for communications, systems, and
software advice. Of course, the upgrade of the KI-TENEX system to the 2060 required
major planning and care to ensure continuous resource operation during the phase-over.
Similarly, the relocation of our VAX 11/780 to Pine Hall and the outfitting of the
KSL machine room at the Welch Road laboratory required much effort.

We use students for much of our operations and related systems programming work.
Over the past 4 years, we have hired and trained a total of 15 undergraduate operations
assistants. ‘

We also spend significant time on new product review and evaluation such as Lisp
workstations, terminals, communications equipment, network equipment, microprocessor
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systems, mainframe developments, and peripheral equipment. We also pay close
attention to available video production and projection equipment, which has proved so
useful in our dissemination efforts involving video tapes of our work.
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2.1.4.5. Core Al Research

We have maintained a strong core Al research effort in the SUMEX-AIM resource
aimed at developing information resources, basic Al research, and tools of general
interest to the SUMEX-AIM community. It should be noted that the SUMEX resource
grant from NIH provides much of the computing environment for this core Al work!
but NIH supports only a small part of the manpower and other support for core Al
For example, NIH has provided partial funding for work on the AI Handbook, the
AGE project, and part of the core ONCOCIN development for the dissemination of
consultative Al systems. Substantial additional support for the personnel costs of our
core Al research (roughly comparable to the NIH investment in computing resources)
comes from DARPA, ONR, NSF, NASA, and several industrial basic research contracts
to the Knowledge Systems Laboratory or KSL? (see the summary of core research
funding on page 105). :

Our core Al research work has long been the mainstay on which our extensive list of
applications projects are based. This work has been focused on medical and biological
problems for over a decade with considerable success, particularly in the area of expert
systems which represent one important class of applications of Al to complex problems
-- in medicine, science, engineering, and elsewhere. Numerous high-performance,
expert systems have resulted from our work on expert systems in such diverse fields as
analytical chemistry, medical diagnosis, cancer chemotherapy management, VLSI design,
machine fault diagnosis, and molecular biology. Other projects have developed
generalized software tools for representing and utilizing knowledge (eg,
EMYCIN [6, 68], UNITS [66], AGE [54], MRS [20], GLISP [57]) as well as
comprehensive publications such as the three-volume Handbook of Artificial
Intelligence [1] and books summarizing lessons learned in the DENDRAL [43] and
MYCIN [6, 65] research projects.

But the current ideas fall short in many ways, necessitating extensive further basic
research efforts. Our core research goals are to analyze the limitations of current
techniques and to investigate the nature of methods for overcoming them. Long-term
success of computer-based aids in medicine and biology depend on improving the
programming methods available for representing and using domain knowledge.

The following summary reports progress on the basic or core research activities within
the KSL. As indicated earlier, the development of the ONCOCIN system (under
Professor Shortliffe) is an important part of our core research proposal for the renewal
period. Progress on that work is reported separately in Section 6.1.3 on page 209,
however, because its efforts have been supported as a collaborative and resource-related
research project up until now. Together, this work explores a broad range of basic
research ideas in many application settings, all of which contributes in the long term to
improved knowledge based systems in biomedicine.

Recent Highlights of Research Progress

Research has progressed on several fundamental issues of Al. As in the past, our
research methodology is experimental; we believe it is most fruitful at this stage of Al
research to raise questions, examine issues, and test hypotheses in the context of specific
problems such as management of patients with Hodgkins disease. Thus, within the KSL

1DARPA funds have also helped substantially in upgrading the KI-TENEX system to the 2060 and in the
purchase of community Lisp workstations

2Set-. Appendix A on page 285 for an overview of the KSL organization.
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we build systems that implement our ideas for answering (or shedding some light on)
fundamental questions; we experiment with those systems to determine the strengths and
limits of the ideas; we redesign and test more; we attempt to generalize the ideas from
the domain of implementation to other domains; and we publish details of the
experiments. Many of these specific problem domains are medical or biological. In
this way we believe the KSL has made substantial contributions to core research
problems of interest not just to the AIM community but to Al in general.

In addition to the technical reports listed later, the following books and survey articles
were published just during this year -- 11 books total have been published in the past 4
years as indicated in Appendix A. These are of central interest to Al researchers and
of direct relevance to the mission of the SUMEX-~AIM resource.

BOOKS:

1. Buchanan, B.G. and Shortliffe, E.H., eds. Rule-Based Expert Systems: The
MYCIN Experiments of the Stanford Heuristic Programming Project.
Reading, MA: Addison-Wesley Publishing Company, 1984.

2. Clancey, WJ. and Shortliffe, E.-H., eds. Readings in Medical Artificial
Intelligence: The First Decade. Reading, MA: Addison-Wesley Publishing
Company, 1984.

3. Cohen, Paul R. Heuristic Reasoning about Uncertainty: An Artificial
Intelligence Approach. London and Marshfield, MA: Pitman Advanced
Publishing Program, 198S.

SURVEY ARTICLES: HPP 84-15, 84-20, 84-23, 84-28, and 84-32.

In addition, work is progressing on a textbook for students beginning to study medical
computing and artificial intelligencel. This multi-authored volume should be completed
in draft form by the end of 1985 and a 1986 publication date is contemplated. Writing
this new book will be facilitated by the SUMEX resource, much as the Handbook of Al
was in the past. A multi-authored text of this type, particularly one for which the
authors are spread at numerous different universities around the country, would be a
nightmare to compile if it were not for the SUMEX resource. Many of the
contributors to the book have been assigned SUMEX accounts for purposes of
manuscript preparation. On-line manuscript work through the shared facility, coupled
with messaging capabilities, will greatly enhance the efficiency and accuracy of the
developing chapters and the editing process.

Progress is reported below under each of the major topics of our work. Citations are to
KSL technical reports listed in the publications section.

1. Knowledge representation. How can the knowledge necessary for complex
problem solving be represented for its most effective use in automatic
inference processes? Often, the knowledge obtained from experts is heuristic
knowledge, gained from many years of experience. How can this knowledge,
with its inherent vagueness and uncertainty, be represented and applied?

A working version of NEOMYCIN has been implemented which
demonstrates the effectiveness of representing strategy knowledge explicitly.
A detailed study of rule-based systems was published in book form.
Specific representational issues in logic-based systems were addressed in the

1Shortlift'e. E.H., Wiederhold, G.CM., and Fagan, LM.; An Introduction to Medical Computer Science,
Reading, MA: Addison-Wesley (in preparation).
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context of MRS. We designed a method for representing temporal
knowledge in ONCOCIN. Finally, Cooper's Ph.D. thesis on representing and
using causal and probabilistic knowledge was published in this year.

[See KSL technical memos KSL-84-9, KSL-84-10, KSL-84-18, KSL 84-31,
KSL-84-41, KSL-85-5.]

2. Advanced Architectures and Control: What kinds of software tools and
system architectures can be constructed to make it easier to implement
expert programs with increasing complexity and high performance? How
can we design flexible control structures for powerful problem solving
programs?

Much of our research in the past year has involved investigations with the
Blackboard architecture begun in previous years. We have implemented our
design in a working systemn called BB1.

[See KSL technical memos KSL-84-11, KSL-84-12, KSL-84-14, KSL 84-16,
KSL 84-36.]

3. Knowledge Acquisition. How is knowledge acquired most efficiently -- from
human experts, from observed data, from experience, and from discovery?
How can a program discover inconsistencies and incompleteness in its
knowledge base? How can the knowledge base be augmented without
perturbing the established knowledge base?

Three Ph.D. theses (Fu, Greiner, and Dietterich) in the area of knowledge
acquisition were completed in this year. Fu's work develops methods for
learning by induction, where the target rules may have some associated
degrees of uncertainty and may contain names of intermediate concepts.
This work was demonstrated in the context of diagnosing causes of jaundice.
Greiner's work examines learning by analogy. Dietterich's work elucidates
methods needed in learning programs to deal with state variables and with
problems of using a partially learned theory to interpret new data that will
be used to learn new elements of the theory. In addition, we implemented
the first parts of a program that can learn by watching an expert. And we
implemented a prototype system that learns control heuristics from an expert
using a problem solving program written in BB1.

[Preliminary results have been published in KSL-84-10, KSL-84-18,
KSL-84-24, KSL-84-38, KSL-84-45, KSL 84-46, KSL-85-2, KSL-85-4.]

4. Knowledge Utilization: By what inference methods can many sources of
knowledge of diverse types be made to contribute jointly and efficiently
toward solutions? How can knowledge be used intelligently, especially in
systems with large knowledge bases, so that it is applied in an appropriate
manner at the appropriate time?

We completed the design of a system using Dempster's rule of propagating
uncertainty, and we examined several other issues regarding the use of
probabilistic information in expert systems. Dr. Jean Gordon, a
mathematician and Stanford medical student, collaborated with Dr. Shortliffe
on work that examines inexact inference using the Dempster-Shafer theory
of evidence, demonstrating its relevance to a familiar expert system domain,
namely the bacterial organism identification problem that lies at the heart
of the MYCIN system, and presenting a new adaptation of the D-S approach
with both computational efficiency and permitting the management of
evidential reasoning within an abstraction hierarchy.

We examined the use of counter-factual conditionals in logic-based systems
and completed an analysis of how procedural hints can be used by a
problem solver.
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[See KSL technical memos KSL-84-11, KSL-84-17, KSL-84-21, KSL-84-30,
KSL-84-31, KSL-84-35, KSL 84-41, KSL-84-42, KSL-84-42, KSL-84-43.]

5. Software Tools: How can specific programs that solve specific problems be
generalized to more widely useful tools to aid in the development of other
programs of the same class?

We have continued the development of new software tools for expert system
construction and the distribution of packages that are reliable enough and
documented so that other laboratories can use them. These include the old
rule-based EMYCIN system, MRS, and AGE. Progress has been made in
making the BBl instantiation of the blackboard architecture domain-
independent. We have begun constructing and editing subsystems and have

completed a first implementation of an explanation subsystem.
[See KSL technical memos KSL-84-16, KSL-84-39.]

6. Explanation and Tutoring. How can the knowledge base and the line of
reasoning used in solving a particular problem be explained to users? What
.constitutes a sufficient or an acceptable explanation for different classes of
users? How can knowledge in a system be transferred effectively to students
and trainees?

A program for inferring a model of users was designed and implemented in
the context of a tutoring system that aids in teaching algebra. A second
user-modelling program was implemented in the context of NEOMYCIN to
help understand how an expert solves problems. A survey of explanation
capabilities in medical consultation programs was published.

A new project on knowledge-based explanations in a decision analysis
environment is getting underway as the thesis research of Dr. Glenn
Rennels. This work is actually a synthesis of artificial intelligence, decision
analysis and statistics. = The work concerns medical management, not
diagnosis; diagnostic decisions identify underlying mechanisms of the illness,
and group the patient's problems under a diagnostic label, whereas
management decisions plan actions that will prevent undesirable outcomes
and restore health. The inteiligent behavior we want to emulate is (a) the
identification of studies relevant to a given clinical case, and (b)
interpretation of those studies for decision-making assistance.

[See KSL technical memos KSL-84-12, KSL 84-27, KSL-84-29.]

7. Planning and Design: What are reasonable and effective methods for
planning and design? How can symbolic knowledge be coupled with
numerical constraints? How are constraints propagated in design problems?

A major paper on skeletal planning was published in this year, And we
published in the biochemistry literature some results of applying skeletal
planning to experiment design in genetic engineering.

[See KSL technical memos KSL-84-33, KSL-85-6.]

8. Diagnosis: How can we build a diagnostic system that reflects any of
several diagnostic strategies? How can we use knowledge at different levels
of abstraction in the diagnostic process?

Research on using causal models in a medical decision support system
(NESTOR) was published in this year. Using the domain of hypercalcemic
disorders, NESTOR attempts to use knowledge-based methods within a
formal probability theory framework. The system is able to score
hypotheses with causal knowledge guiding the application of sparse
probabilistic knowledge; search for the most likely hypothesis without
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exploring the entire hypothesis space; and critique and compare hypotheses
which are generated by the system, volunteered by the user, or both.

A second medical diagnosis program that uses causal models of renal
physiology (AI/MM) was also published. In this system, analysis and
explanation of physiological function is based on two kinds. of causal
relations: empirical "Type-1" relations based on definitions or on repeated
observation and mathematical "Type-2" relations that have a basis in
physical law. Inference rules are proposed for making valid qualitative
causal argumenis with both kinds of causal basis.

A working implementation of the PATHFINDER system was evaluated and
its diagnostic strategies were analyzed. A taxonomy of diagnostic methods
was completed and integrated into the NEOMYCIN system.

[See KSL technical reports: KSL-84-13, KSL-84-19, KSL-84-48, KSL-85-5.]

Relevant Core Research Publications

HPP 84-9

HPP 84-10
HPP 84-11
HPP 84-12

HPP 84-13

HPP 84-14
HPP 84-15
HPP 84-16
HPP 84-17
HPP 84-18

HPP 84-19

David H. Hickam, Edward H. Shortliffe, Miriam B. Bischoff,
A. Carlisle Scott, and Charlotte D. Jacobs; Evaluations of the
ONCOCIN System: A Computer-Based Treatment Consultant for
Clinical Oncology, (1) The Quality of Computer-Generated Advice
clmd4 (2) Improvements in the Quality of Data Management, May
984.

Thomas G. Dietterich; Learning About Systems That Contain State
Variables, June 1984. In Proceedings of AAAI-84, August 1984,

M. Genesereth, and D.E. Smith; Procedural Hints in the Control of
Reasoning, May 1984,

Derek H. Sleeman; UMFE: A User Modelling Front End Subsystem,
April 1984.

Eric J. Horvitz, David E. Heckerman, Bharat N. Nathwani, and
Lawrence M. Fagan; Diagnostic Strategies in the Hypothesis-Directed
PATHFINDER System, June 1984, submitted to the First Conference
on Artificial Intelligence Applications, Denver, CO., December 5-7,
1984.

Vineet Singh, and M. Genesereth; 4 Variable Supply Model for
Distributing Deductions, May 1984,

Bruce G. Buchanan; Expert Systems, July 1984, Journal of Automated
Reasoning, Vol. 1, No. I, Fall, 1984.

STAN-(CS-84-1034 Barbara Hayes-Roth; BB-I1: An Architecture for
Blackboard Systems That Control, Explain, and Learn About Their
Own Behavior, December 1984.

M.L. Ginsberg; Analyzing Incomplete Information, 1984,

William J. Clancey; Knowledge Acquisition for Classification Expert
Systems, July 1984, Proceedings of ACM-84, 1984,

E.H. Shortliffe; Coming to Terms With the Computer, to appear in
S.R. Reiser, and M. Anbar (eds.), The Machine at the Bedside:
Strategies for Using Technology in Patient Care, Cambridge
University Press, 1984,
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HPP 84-32
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E. H. Shortliffe

E.H. Shortliffe; Artificial Intelligence and the Future of Medical
Computing, in Proceedings of a Symposium on Computers in
Medicine, annual meeting of the California Medical Association,
Anaheim, CA., February 1984.

E.H. Shortliffe; Reasoning Methods in Medical Consultation Systems:
Artificial Intelligence Approaches (Tutorial), in Computer Programs
in Biomedicine January 1984,

ONTOCIN Project: Studies to Evaluate the ONCOCIN System; 6
Abstracts, February 1984.

Edward H. Shortliffe; Feature Interview: On the MYCIN Expert
System, in Computer Compacts, 1:283-289, December 1983/January
1984.

B.G. Buchanan, and E.H. Shortliffe; Rule-Based Expert Systems: The
MYCIN Experiments of the Stanford Heuristic Programming Project,
published with Addison-Wesley, Reading, MA., 1984.

W.J. Clancey, and E.H. Shortliffe; Readings in Medical Artificial
Intelligence: The First Decade, published with Addison-Wesley,
Reading, MA., 1984.

Edward H. Shortliffe; Explanation Capabilities for Medical
Consultation Systems (Tutorial), in D. Lindberg, and M. Collen
(eds.), Proceedings of AAMSI Congress 84, pp. 193-197, San
Francisco, May 21-23, 1984.

E.H. Shortliffe, and L.M. Fagan; Artificial Intelligence: The Expert
Systems Approach to Medical Consultation, in Proceedings of the 6th
Annual International Symposium on Computers in Critical Care and
Pulmonary Medicine, Heidelberg, Germany, June 4-7, 1984.

David C. Wilkins, Bruce G. Buchanan, and William J. Clancey:
Inferring an Expert's Reasoning by Watching, Proceedings of the
1984 Conference on Intelligent Systems and Machines, 1984.

M.L. Ginsberg: Non-Monotonic Reasoning Using Dempster's Rule,
June 1984,

M.L. Ginsberg: Implementing Probabilistic Reasoning, June 1984.

Bruce G. Buchanan: Artificial Intelligence: Toward Machines That
Think, July 1984, in Yearbook of Science and the Future, pp.
96-112, Encyclopedia Britannica, Inc., Chicago, 1985.

Rene Bach, Yumi Iwasaki, and Peter Friedland; [Intelligent
Computational Assistance for Experiment Design, in Nuclear Acids
Research, January 1984.

Kunz, John C,; Use of Artificial Intelligence and Simple
Mathematics to Analyze a Physiological Model, Doctoral dissertation
Medical Information Sciences, June 1984,

Jean Gordon, and Edward Shortliffe; A4 Method for Managing
Evidential Reasoning in a Hierarchical Hypothesis Space, September
1984 and in Artificial Intelligence, 26(3), July 1985.

Michae! R. Genesereth, Matt Ginsberg, and Jeff S. Rosenschein;
Cooperation Without Communication, September 1984,
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Li-Min Fu, and Bruce G. Buchanan; Enhancing Performance of -

Expert Systems by Automated Discovery of Meta-Rules, September 6,
1984.

Paul S. Rosenbloom, John E. Laird, John McDermott, Allen Newell,
and Edmund Orciuch; RI-Soar: An Experiment in Knowledge-~
Intensive Programming in a Problem=-Solving Architecture, to appear
in the Proceedings of the IEEE Workshop on Principles of
Knowledge-Based Systems, October 1984,

STAN-CS-84-1032 Michael R. Genesereth, Matthew L. Ginsberg, and
Jeffrey S. Rosenschein; Solving the Prisoner's Dilemma, November
1984.

Matthew L. Ginsberg; Does Probability Have a Place in Non-
Monotonic Reasoning? submitted to the /JCAI-85, November 1984.

STAN-CS-84-1029 Matthew L. Ginsberg; Counterfactuals, submitted
to the IJCAI-85, December 1984.

Devika Subramanian, and Michael R. Genesereth; Experiment
Generation with Version Spaces, December 1984.

Thomas G. Dietterich; Constraint Propagation Techniques for Theory-
Driven Data Interpretation, PhD Thesis, to be published as a book by
Kluwer, December 1984,

STAN-CS-84-1031 Gregory F. Cooper; NESTOR: A Computer-Based
Medical Diagnostic Aid That Integrates Causal and Probabilistic
Knowledge, PhD Thesis, December 20, 1984.

STAN-CS-85-1036 Barbara Hayes-Roth, and Michael Hewett;
Learning Control Heuristics in BBI, submitted to the IJCAI-8S5,
January 1985.

(Needs Authors Permission) Li-Min Fu, and Bruce G. Buchanan;
Learning Intermediate Knowledge in Constructing a Hierarchical
Knowledge Base, submitted to the IJCAI Conference Proceedings for
1985, January 1985.

(Needs Authors Permission) William J. Clancey; Heuristic
Classification, March 1985.

Peter E. Friedland, and Yumi [Iwasaki; The Concept and
Implementation of Skeletal Plans, published in the Journal of
Automated Reasoning, 1985.

Rene Bach, Yumi Iwasaki, and Peter Friedland; [Intelligent
Computational Assistance for Experiment Design, published in
Nucleic Acids Research, 1985.

(Needs Authors Permission) M.G. Kahn, J. Ferguson, E.H. Shortliffe,
and L. Fagan; An Approach for Structuring Temporal Information in
the ONCOCIN System, March 1985.

Summary of Core Research Funding Support

We are pursuing a broad core research program on basic Al research issues with support
from not only SUMEX but also DARPA, NASA, NSF, and ONR. SUMEX provides
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some salary support for staff and students invoived in core research and invaluable
computing suppert for most of these efforts. Additional salary support comes from the
sources shown starting on page 36.

Interactions with the SUMEX-AIM Resource

QOur interactions with the SUMEX-AIM resource involve the facilities -- both hardware
and software -- and the staff -- both technical and administrative. Taken together as a
whole resource, they constitute an essential part of the research structure for the KSL.
Many of the grants and contracts from other agencies have been awarded partly because
of the cost-effectiveness of Al research in the KSL due to the fact that much of our
computing needs could be more than adequately met by the SUMEX-AIM resource. In
this way the complementary funding of this work by the NIH and other agencies
provides a high leverage for incremental investment in Al research at the SUMEX-AIM
resource.

We rely on the central SUMEX facility as a focal point for all the research within the
KSL, not only for much of our computing, but for communications and links to our
many coilaborators as well. As a common communications medium alone, it has
significantly enhanced the nature of our work and the reach of our collaborations. The
existence of the central time-shared facility has allowed us to explore new ideas at very
small incremental cost.

As SUMEX and the KSL acquire a diversity of hardware, including LISP workstations
and smaller personal computers, we rely more and more heavily on the SUMEX staff
for integration of these new resources into the local network system. The staff has
been extremely helpful and effective in dealing with the myriad of complex technical
issues and leading us competently into this world of decentralized, diversified
computing. At the same time, the staff has provided a stable, efficient central time-
shared machine running software that has been developed at many sites over many
years. Without the dedication of the SUMEX staff, the KSL would not be at the
forerront of Al research.
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2.1.4.6. Dissemination Activities

Throughout the history of the SUMEX-AIM resource, we have made extensive efforts at
disseminating the AI technology developed here. This has taken the form of many
publications -- over 45 combined books and papers are published per year from the
KSL; wide distribution of our software including systems software and Al application
and tool software, both to other research laboratories and for commercial development;
production of films and video tapes depicting aspects of our work; and significant
project efforts at studying the dissemination of individual applications systems such as
the GENET community (DNA sequence analysis software) and the ONCOCIN resource-
related research project (see 209).

Books and Publications

A sampling of the recent research paper publications of the KSL was given in the
previous section on core Al research progress. The following lists the major books
published in the past 4 years from the KSL:

o Heuristic Reasoning about Uncertainty: An Al Approach, Cohen, Pitman,
1985.

» Readings in Medical Artificial Intelligence: The First Decade, Clancey and
Shortliffe, Addison-Wesley, 1984.

o Rule-Based Expert Systems: The MYCIN Experiments of the Stanford

Heuristic Programming Project, Buchanan and Shortliffe, Addison-Wesley,
1984.

o« The Fifth Generation: Artificial [Intelligence and Japan's Computer
Challenge to the World, Feigenbaum and McCorduck, Addison-Wesley, 1983,

e Building Expert Systems, F. Hayes-Roth, Waterman, and Lenat, eds.,
Addison-Wesley, 1983.

» System Aids in Constructing Consultation Programs: EMYCIN, van Melle,
UMI Research Press, 1982.

o Knowledge-Based Systems in Artificial Intelligence: AM and TEIRESIAS,
Davis and Lenat, McGraw-Hill, 1982.

o« The Handbook of Artificial Intelligence, Volume I, Barr and Feigenbaum,
eds., 1981; Volume II, Barr and Feigenbaum, eds., 1982; Volume III, Cohen
and Feigenbaum, eds., 1982; Kaufmann.

o Applications of Artificial Intelligence for Organic Chemistry: The
DENDRAL Project, Lindsay, Buchanan, Feigenbaum, and Lederberg,
McGraw-Hill, 1980.

Software Distribution

We have widely distributed both our system software and our Al tool software. We
have no accurate records of the extent of distribution of the system codes because their
distribution is not centralized and controlled. The recent programs such as the
TOPS-20 file recognition enhancements, the Ethernet gateway and TIP programs, the
SEAGATE AppleBus to Ethernet gateway, the PUP Leaf server, the SUMACC
development system for Macintosh workstations, and our Lisp workstation programs are
well-distributed throughout the ARPANET community and beyond.
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We do have reasonably accurate records of the distribution of our Al tool software
because the recipient community is more directly coupled to us and the distribution is
centralized:

GENET Prior to the establishment of the BIONET resource at IntelliCorp, we
' distributed 21 copies of the DNA sequence analysis programs and
databases for both DEC-10 and DEC-20 systems.

EMYCIN A total of 56 sites have received the EMYCIN [6, 68] package for
backward-chained, rule-based Al systems.
AGE The AGE [54] blackboard framework system has been sent out to 35

sites in versions for several machines.

MRS The MRS [20] logic-based system for meta-level representation and
reasoning has been provided to 76 sites.

Other Programs Smaller numbers of copies of programs such as the SACON [2]
knowledge base for EMYCIN, the GLISP [57] system (now
distributed by Gordon Novak at the University of Texas), and the
new BB1 [28, 27] system have been distributed.

A number of other software packages have been licensed or otherwise made available
for commercial development including DENDRAL (Molecular Designs), MAINSAIL
(Xidak), UNITS (IntelliCorp), and EMYCIN (Teknowledge and Texas Instruments).

Video Tapes and Films

The KSL and the ONCOCIN project have prepared several video tapes that provide an
overview of the research and research methodologies underlying our work and that
demonstrate the capabilities of particular systems. These tapes are available through our
groups, the Fleischmann Learning Center at the Stanford Medical Center, and the
Stanford Computer Forum and copies have been mailed to program offices of our
various funding sponsors. The three tapes include:

o Knowledge Engineering in the Heuristic Programming Project -- This 20-
minute film/tape illustrates key ideas in knowledge-based system design and
implementation, using examples from ONCOCIN, PROTEAN, and
knowledge-based VLSI design systems. It describes the research environment
of the KSL and lays out the methodologies of our work and the long term
research goals that guide it

e ONCOCIN Overview -- This is a 30-minute tape providing an overview of
the ONCOCIN project. It gives an historical context for the work, discusses
the clinical problem and the setting in which the prototype system is being
used, and outlines the plans for transferring the system to run on single-user
workstations. Brief illustrations of the graphics capabilities of ONCOCIN
on a Lisp workstation are also provided.

e« ONCOCIN Demonstration -- This 1-hour tape provides detailed examples of
the key components of the ONCOCIN system. It begins with a
demonstration of the prototype system’s performance on a time-shared
mainframe computer and then shows each of the elements involved in
transferring the system to Lisp workstations.
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The GENET Dissemination Experiment.

Beginning in early 1980, the MOLGEN project investigators at Stanford have made a
new set of computing tools available to a national community of molecular biologists
through a guest facility called GENET on the SUMEX-AIM resource. This
experimental subcommunity was started to broaden MOLGEN's base of scientist
collaborators at institutions other than Stanford and to explore the idea of a SUMEX-
like resource to disseminate sophisticated software tools to a generally computer-naive
community. The enthusiastic response to the very limited announcement of this facility
eventually necessitated SUMEX placing severe restrictions on the scope of services
provided to this community.

Three main programs were offered to assist molecular genetics users: SEQ, a DNA-RNA
sequence analysis program; MAP, a program that assists in the construction of
restriction maps from restriction enzyme digest data; and MAPPER, a simplified and
somewhat more efficient version of the MOLGEN MAP program, written and
maintained by William Pearson of Johns Hopkins University. Some of the other,
more-sophisticated programs being developed through MOLGEN research efforts were
not yet available for novice users. However, GENET users had access to the SUMEX-
AIM programs for electronic messaging, text-editing, file-searching, etc.

The GENET experiment proved so successful that eventually that community was the
single biggest consumer of processor cycles on SUMEX. This overioad diverted our
very limited computing resources away from our mainline goal of supporting projects
developing new Al systems in the medical and biological sciences, including molecular
biology. Efforts to secure funds to increase SUMEX capacity for the burgeoning
GENET use failed. Thus, without any fair way to allocate a small resource to the
growing GENET community and in order to restore the necessary emphasis on
biomedical computer science research on SUMEX, it was necessary to phase out the
GENET usage. We closed the GENET account at the end of 1982, with a mandate
from an ad hoc GENET Executive Committee, and phased out all usage by spring of
1983. In the process, we developed procedures by which academic users could obtain
their own copies of the GENET programs used at SUMEX and we provided a list of
alternate sources for GENET-like computing services. As indicated above, SUMEX has
supplied 21 systems to academic users with compatible machines.

Since the phase-out of GENET at SUMEX, IntelliCorp, a2 commercial AI company,
submitted a proposal to the NIH Division of Research Resources for a BIONET
resource and was successful in obtaining funding. The BIONET resource began
operation in the summer of 1984.
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2.1.4.7. Training Activities

The SUMEX resource exists to facilitate biomedical artificial intelligence applications
from program development through testing in the target research communities. This
user orientation on the part of the facility and staff has been a unique feature of our
resource and is responsible in large part for our success in community building. The
resource staff has spent significant effort in assisting users gain access to the system
and use it effectively. We have aiso spent substantial effort to develop, maintain, and
facilitate access t0 documentiation and interaciive help facilities. The HELP and
Bulletin Board subsystems have been important in this effort to help users get familiar
with the computing environment.

On another front, we have regularly accepted a number of scientific visitors for periods
of several months to a year, to work with us to learn the techniques of expert system
definition and building and to collaborate with us on specific projects. Our ability to
accommodate such visitors is severely limited by space, computing, and manpower
resources to support such visitors within the demands of our on-going research.

And finally, the training of graduate students is an essential part of the research and
educational activities of the KSL. Currently 41 students are working with our projects
centered in Computer Science and another 20 students are working with the Medical
Computer Science program in Medicine. Of the 41 working in Computer Science, 25
are working toward Ph.D. degrees, and 16 are working toward M.S. degrees. A number
of students are pursuing interdisciplinary programs and come from the Departments of
Engineering, Mathematics, Education, and Medicine.

Based on the SUMEX-AIM community environment, we have initiated two unique and
special academic degree programs at Stanford, the Medical Information Science program
and the Masters of Science in Al, to increase the number of students we produce for
research and industry, who are knowledgeable about knowledge-based system techniques.

The Medical Information Sciences ( MIS) program is one of the most obvious signs of
the local academic impact of the SUMEX-AIM resource. The MIS program received
recent University approval (in October 1982) as an innovative training program that
offers MS and PhD degrees to individuals with a career commitment to applying
computers and decision sciences in the field of medicine. The MIS training program is
based in School of Medicine, directed by Dr. Shortliffe, co-directed by Dr. Fagan, and
overseen by a group of nine University faculty that includes several faculty from the
Knowledge Systems Laboratory (Profs. Shortliffe, Feigenbaum, Buchanan, and
Genesereth). It was Stanford's active ongoing research in medical computer science,
plus a world-wide reputation for the excellence and rigor of those research efforts, that
persuaded the University that the field warranted a new academic degree program in the
area. A group of faculty from the medical school and the computer science department
argued that research in medical computing has historically been constrained by a lack
of talented individuals who have a solid footing in both the medical and computer
science fields. The specialized curriculum offered by the new program is intended to
overcome the limitations of previous training options. It focusses on the development
of a new generation of researchers with a commitment to developing new knowledge
about optimal methods for developing practical computer-based solutions to biomedical
needs.

The program accepted its first class of four trainees in the summer of 1983 and a
second class of five entered last summer. A third group of seven students has just been
selected to begin during 1985. The proposed steady state size for the program (which
should be reached in 1986) is 20-22 trainees. Applicants to the program in our first
two years have come from a number of backgrounds (including seven MD’s and five
medical students). We do not wish to provide too narrow a definition of what kinds of
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prior training are pertinent because of the interdisciplinary nature of the field. The
program has accordingly encouraged applications from any of the following:

» medical students who wish to combine MD training with formal degree work
and research experience in MIS;

« physicians who wish to obtain formal MIS training after their MD or their
residency, perhaps in conjunction with a clinical fellowship at Stanford
Medical Center;

« recent BA or BS graduates who have decided on a career applying computer
science in the medical world;

« current Stanford undergraduates who wish to extend their Stanford training
an extra year in order to obtain a "co-terminus” MS in the MIS program;

« recent PhD graduates who wish post-doctoral training, perhaps with the
formal MS credential, to complement their primary field of training.

In addition, a special one-year MS program is available for established academic
medical researchers who may wish to augment their computing and statistical skills
during a sabbatical break.

With the exception of this latter group, all students spend a minimum of two years at
Stanford (four years for PhD students) and are expected to undertake significant
tesearch projects for either degree. Research opportunities abound, however, and they
of course include the several Stanford AIM projects as well as research in psychological
and formal statistical approaches to medical decision making, applied instrumentation,
large medical databases, and a variety of other applications projects at the medical
center and on the main campus. Several students are already contributing in major
ways to the AIM projects and core research described in this application.

Early evidence suggests that the program already has an excellent reputation due to:

« high quality students, many of whom are beginning to publish their work in
conference proceedings and refereed journals;

« a rigorous curriculum that includes newly-developed course offerings that are
available to the University's medical students, undergraduates, and computer
science students as well as to the program’s trainees;

» excellent computing facilities combined with ample and diverse opportunities
for medical computer science and medical decision science research;

« the program's great potential for a beneficial impact upon health care
delivery in the highly technologic but cost-sensitive era that lies ahead.

The program has been successful in raising financial and equipment support (almost
$1M in hardware gifts from Hewlett Packard, Xerox, and Texas Instruments; over $200K
in cash donations from corporations and foundations; and an NIH post-doctoral
training grant from the National Library of Medicine).

The Master of Science in Computer Science: Artificial Intelligence (MS:AI) program
is a terminal professional degree offered for students who wish to develop a competence
in the design of substantial knowledge-based Al applications but who do not intend to
obtain a Ph.D. degree. The MS:AI program is administered by the Committee for
Applied Artificial Intelligence, composed of faculty and research staff of the Computer
Science Department. Normally, students spend two years in the program with their
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time divided equally between course work and research. In the first year, the emphasis
is on acquiring fundamental concepts and tools through course work and and project
involvement. During the second year, students implement and document a substantial
Al application project.
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2.1.4.8. Resource Community Management

Early in the design of the SUMEX-AIM resource, an effective management plan was
worked out with the Biotechnology Resources Program (now Biomedical Research
Technology Program) at NIH to assure fair administration of the resource for both
Stanford and national users and to provide a framework for recruitment and
development of a scientifically meritorious community of application projects. This
structure is described in some detail in Section 2.3.3 on page 181 of the renewal plan.
It has continued to function effectively as summarized below,

s The AIM Executive Committee meets regularly by teleconference to advise
on new project applications, discuss resource management policies, plan
workshop activities, and conduct other community business. The Advisory
Group meets together at the annual AIM workshop to discuss general
resource business and individual members are contacted much more
frequently to review project applications. (See Appendix C on page 307 for
a current listing of AIM committee membership).

« We have actively recruited new application projects and disseminated
information about the resource. The number of formal projects in the
SUMEX-AIM community still runs at the capacity of our computing
resources. With the development of more decentralized computing resources
within the AIM community outside of Stanford (see below), the center of
mass of our community has naturally shifted toward the growing number of
Stanford applications and core research projects. We still, however, actively
support new applications in the national community where these are not
able to gain access to suitable computing resources on their own.

« With the advice of the Executive Committee, we have awarded pilot project
status to promising new application projects and investigators and where
appropriate, offered guidance for the more effective formulation of research
plans and for the establishment of research collaborations between
biomedical and computer science investigators.

» We have allocated limited "collaborative linkage"” funds as an aid to new
projects or collaborators with existing projects to support terminals,
communications costs, and other justified expenses to establish effective
links to the SUMEX-AIM resource. Executive Committee advice is used to
guide allocation of these funds.

« We have carefully reviewed on-going projects with our management
committees to maintain a high scientific quality and relevance to our
biomedical AI goals and to maximize the resources available for newly
developing applications projects. Several fully authorized and pilot projects
have been encouraged to develop their own computing resources separate
from SUMEX or have been phased off of SUMEX as a result and more
productive collaborative ties established for others.

« We have continued to provide active support for the AIM workshops. The
last one was held at Ohio State University in the summer of 1984 and the
next one will be in Washington, DC, hosted by the National Library of
Medicine under Drs. Lindberg and Kingsland.

« We have continued our policy of no fee-for-service for projects using the

SUMEX resource. This policy has effectively eliminated the serious
administrative barriers that would have blocked our research goals of
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broader scientific collaborations and interchange on a national scale within
the selected AIM community. In turn we have responded to the
correspondingly greater responsibilities for careful selection of community
projects of the highest scientific merit.

« We have tailored resource policies to aid users whenever possible within our
research mandate and available facilities. Our approach to system
scheduling, overload control, file space management, etc. all attempt to give
users the greatest latitude possible to pursue their research goals consistent
with fairly meeting our responsibilities in administering SUMEX as a
national resource.

As indicated above, we have sought to retain SUMEX resources for new projects, those
exploring new areas in biomedical Al applications and those in such an early state of
feasibility that they are unable to afford their own computing resources. This policy
has worked effectively as seen from the following lists of terminated projects and
projects now using their own computing resources at other sites:

Projects Moved All or In Part to Other Machines:
Stanford Projects:
« GENET [Brutlag, Kedes, Friedland - IntelliCorp]
National Projects:
o Acquisition of Cognitive Procedures (ACT) [Anderson - CMU]
« Chemical Synthesis [Wipke - UC Santa Cruz]
o Simulation of Cognitive Processes [Lesgold - Pittsburgh]
+ PUFF [Osborne, Feigenbaum, Fagan - Pacific Medical Center]
o CADUCEUS/INTERNIST [Pople, Myers ~ Pittsburgh]
» Rutgers [Amarel, Kulikowski, Weiss - Rutgers]
« MDX [Chandrasekaran - Ohio State]
« SOLVER [P. Johnson - University of Minnesota]

Completed Projects Summary
Stanford Projects:
» DENDRAL [Lederberg, Djerassi, Buchanan, Feigenbaum]
» MYCIN [Shortliffe, Buchanan]
o EMYCIN [Shortliffe, Buchanan]
o CRYSALIS [Feigenbaum, Engelmore]
« MOLGEN I [Feigenbaum, Brutlag, Kedes, Friedland]
« Al Handbook [Feigenbaum, Barr, Cohen]
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» AGE Development [Feigenbaum, Nii]
National Projects:

« Ventilator Management [Osborne, Feigenbaum, Fagan - Pacific Medical
Center]

« Higher Mental Functions [Colby - USC]
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2.2. Planned Resource Activities

We have already summarized the overall aims of the SUMEX-AIM resource for the
proposed 5-year renewal period on page 64. This section gives details of our research
plans in pursuit of those aims for the major areas of our resource activities -- core
research and development, collaborative research, service, training and education, and
dissemination. To recap the overall scope and guiding goals of our new work:

« SUMEX-AIM is a national computing resource that develops and provides
advanced computing facilities and expertise to support 1) a long-term
program in basic research in artificial intelligence, 2) applying Al techniques
to a broad range of biomedical problems by coilaborative and user projects
at Stanford and other universities around the country, 3) studying and
developing methodologies for disseminating Al systems into the biomedical
community, 4) experimenting with communication technologies to promote
scientific interchange, and 5) developing better tools and facilities to carry
on this research.

« Our applications, core research, and system development will be directed
toward realizing and exploiting the computing environment that will be
routinely available in the late 1980's and early 1990's, based on compact,
decentralized, high-performance personal workstations that take advantage of
the intelligent computing environments beginning to emerge from today's
Lisp workstations.  Consistent with these plans, we will immediately
discontinue DRR subsidy for the DEC 2020 demonstration machine and for
the shared VAX 11/780 time-sharing system. Also we will gradually and
responsibly phase out DRR support for the DEC 2060 mainframe system
that has been our chief shared resource and link to the past.

« There are consistent threads through our applications, system dissemination,
core research, and computing environment development work. These threads
are that our research work at all levels is driven by the real-world scientific
applications that we undertake; that we choose applications that have a high
impact on current medical and biological problems and that expose key
underlying Al research issues; and that we seek to maximize the availability
of the facilities for and results of this work in the biomedical community.
This is seen, for example, in the coupling between our core research and
development work and applications projects such as ONCOCIN and
PROTEAN.

» We must continue to provide the computing resources for the growing
Stanford biomedical AI research community and the national projects still
dependent on us, to emphasize nurturing newly started AI applications, to
serve as a communications cross-roads for the large and diverse AIM
community, and to ensure broad dissemination of our research resuits and
methods.

2.2.1. Core Research and Development

Reasoning in medicine and the biological sciences is knowledge-intensive. A recent
article in Science [12], for example, discusses the role of information in the search for
a cure for cancer. As the rate of explosion of knowledge continues to increase,
clinicians and biomedical scientists must turn to computers for help in managing the
information, and applying it to complex situations.
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Artificial intelligence methods are particularly appropriate for aiding in the
management and application of Xknowledge because they apply to information
represented symbolically, as well as numerically, and to reasoning with judgmental rules
as well as logical ones. They have been focused on medical and biological problems for
over a decade with considerable success. This is because, of all the computing methods
known, AI methods are the only ones that deal explicitly with symbolic information
?nd plroblem solving and with knowledge that is heuristic (experiential) as well as
actual.

Expert systems are one important class of applications of Al to complex problems
-- in medicine, science, engineering, and elsewhere. Expert Systems draw on the current
stock of ideas in AI, for example, about representing and using knowledge. They are
adequate for capturing problem-solving expertise for many bounded problem areas. But
the current ideas fall short in many ways, necessitating extensive further basic research
efforts. Qur core research goals are to analyze the limitations of current techniques, to
investigate the nature of methods for overcoming them, and to develop tools to build
and disseminate new and more effective biomedical expert systems.

Long-term success of computer-based aids in medicine and biology depend on
improving the programming methods available for representing and using domain
knowledge. That knowledge is inherently complex -- it contains mixtures of symbolic
and numeric facts and relations, many of them uncertain; it contains knowledge at
different levels of abstraction and in seemingly inconsistent frameworks; and it links
examples and exception clauses with rules of thumb as well as with theoretical
principles. Current techniques have been successful only insofar as they severely limit
this complexity. As the applications become more far-reaching, computer programs will
have to deal more effectively with richer expressions and much more voluminous
amounts of knowledge.
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2.2.1.1. ONCOCIN-Related Core Research

As mentioned earlier in this application, our research plan for the next five years
includes merging the core research activities of the ONCOCIN project with other basic
research activities coordinated by the SUMEX resource. The ONCOCIN project is now
in its sixth year and has involved approximately 40 research staff and students, some of
whom have worked full time on aspects of the program or its knowledge. base. It is
accordingly large and has elements that span a variety of basic and applied research
issues. The project's elements have been summarized in some detail elsewhere in this
application and in the SUMEX annual report.

Since 1983 the Biomedical Research Technology Program, through a resource-related
grant (RR-01631), has supported the effort to convert ONCOCIN to run on
professional workstations (the Xerox 1108 Lisp machine). When that grant terminates
in 1986, ongoing research will include a mixture of applied activities (evaluation of the
workstations in the Stanford clinic and experiments to implement ONCOCIN
workstations in private oncology offices in Northern California) and more basic
activities intended to generalize past ONCOCIN results for the AIM community. We
propose to continue the basic aspects of this work as core research under the SUMEX
grant, and use complementary support for the other aspects of the project from the
National Library of Medicine and, if a pending application for a dissemination
experiment is successful, jointly from the National Center for Health Services Research
and the National Cancer Institute.

In this section we summarize the core research activities that we intend to pursue in the
context of ONCOCIN. They fall into four principal categories: implementation of
ONCOCIN workstations in the Stanford clinic, knowledge acquisition research (OPAL),
research to generalize ONCOCIN for application in clinical trial domains other than
medical oncology (E-ONCOCIN), and research on generalized approaches to strategic
therapy planning (ONYX).

Background on The ONCOCIN Program

From the outset, the ONCOCIN research effort has been directed towards both basic
research in artificial intelligence and the development of a clinically useful consultation
tool. We initially sought to apply techniques developed during our earlier work on the
MYCIN system and to extend those methods to interact with a large database of clinical
information. More recently, however, the system has departed from the uniform
production rule approach of MYCIN in several significant ways (e.g., introduction of
heterogeneous knowledge structures and distributed control processes [50] in the
workstation version of ONCOCIN). Our approach to these problems has been greatly
influenced by the Lisp machine technology to which we were first exposed through the
foresight of SUMEX when it acquired such experimental machines in the early 1980's.

The initial version of ONCOCIN, including its clinical implementation in our cancer
clinic, runs on a time-shared DEC-20 computer and uses a customized video display
terminal installed in our oncology clinic. Since May of 1981, the prototype has been
used on a limited experimental basis by oncology faculty and fellows to obtain advice
on the treatment of patients enrolled in protocols for the treatment of Hodgkin's
disease and non-Hodgkin's lymphoma. In the past year, additional protocols for
adjuvant chemotherapy of breast cancer were added to the system.

We are excited by the promise of this prototype version of ONCOCIN. Formal
evaluation of the system has shown that ONCOCIN does very well in suggesting
therapy, even in cases where complex attenuation or changes in drugs are required [33].
It has also had a significant effect on the completeness with which clinical trial data
are captured and made available for analysis [35]. In addition, we are extremely
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encouraged by the effectiveness of the interface program we have devised (the

Interviewer) and the speed with which new users have been able to learn to use the
system.

We believe that our current efforts to adapt the existing prototype for use on
professional workstations will increase ONCOCIN's clinical acceptability. The use of a
dedicated computer featuring high resolution graphics and mouse pointing devices to
obviate typing should make the system even more attractive to busy physicians. As is
described in the ONCOCIN progress report elsewhere in this proposal, we expect to
have two Lisp machine (Xerox 1108) workstations in use in the Stanford oncology
clinic by mid-1986. Thus, the continuation of ONCOCIN research in that clinic
(knowledge base enhancement, software development in response to user feedback, and
evaluations of the impact and acceptance of the workstation technology) will continue
under the SUMEX umbrella after the merger of the SUMEX and ONCOCIN activities
at the beginning of the next grant period. We should emphasize that, because of the
moderate price of these computers, we look forward to transferring ONCOCIN for use
in small clinics and physicians’ offices. This will offer private physicians up-to-date
decision support-for the treatment of cancer patients (a recognized area of need) while
allowing randomized clinical trials (RCTs) in oncology the benefit of greatly expanded
access to appropriate patients. A four year experiment to install and test ONCQCIN in
private offices has been proposed and is awaiting review and a site visit at this time.

Automated Knowledge Acquisition for RCTs

RCTs are based on rigidly structured therapy plans. Oncology protocols demonstrate
this point nicely. RCT protocols are comprised of treatment arms, which in the case
of oncology specify sequences of chemotherapy or radiotherapy. There is an explicit
hierarchy of knowledge elements in these protocols which becomes important for

knowledge acquisition. The hierarchy for a typical cancer chemotherapy protocol is
shown in Fig. 6.

/ Protocol \
Army

/ "
Chemothirapy Chej7;her:<Tz ﬁ;fmothergpya Radiotherapy
Drugy, Drug, Orugy Drug, Drugg Drugg Drug, Drugy

Figure 6: Sample Chemotherapy Protocol Hierarchy

ONCOCIN uses a variety of internal representations to store protocol knowledge. For
example, in one arm of a protocol for small cell lung cancer, seven different drugs are
used as part of two chemotherapies in a specific sequence over seven weeks. The
sequence of chemotherapies is repeated five times, making the total duration of
treatment 35 weeks. The names of the chemotherapies are POCC and VAM.
Administering POCC requires that the patient make two separate clinic visits to receive
medication during each treatment cycle. Hence, POCC is divided into two sub-cycles:
POCC-A and POCC-B. After the second complete cycle of POCC, the patient is given
cranial irradiation. The computer representation of this entire complex sequence is:
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((POCC 1 A) (POCC 1 B) (VAM 1)
POCC 2 A) (POCC 2 B)
XRT CRANIAL)
VAM 2)
POCC 3 A) (POCC 3 B) (VAM 3)
POCC 4 A) (POCC 4 B) (VAM 4)
POCC 5 A) (POCC 5 B) (VAM 5))

This purely procedural knowiedge can be extracted from protocol documents fairly
easily; one need not understand oncology. However, much of the important knowledge
in ONCOCIN is more judgmental and is represented in the form of production rules.
ONCOCIN currently uses over 400 rules to determine:

« how to adjust specific drug dosages because of treatment-induced low blood
counts or other adverse (toxic) reactions to therapy

« when to delay treatment or abort a therapy cycle

« how to modify therapy in light of a patient's changing clinical conditions or
response to the protocol

« when to order certain laboratory tests and how to interpret their results.

Note that these issues are generic for all clinical trials, and similar rules could be
written to assist with proper administration of treatment for RCTs in other medical
domains.

An example of one such rule, drawn from the ONCOCIN system, is shown in Fig. 7. It
was developed by examining a formal protocol and then further enhancing and
validating the knowledge through discussions between an oncologist and a knowledge
engineer.

To determine the current attenuated dose for patients with all lymphomas
in CHOP chemotherapy for Cytoxan or Adriamycin:
If: The blood counts warrant dose attenuation
It patient did not receive chemotherapy
before the last radiation therapy
This is the first cycle after significant radtation
This is not the first visit after an Abort g¢ycle

atd N
« ..

Then: Conclude that the current dose is 75% of the standard
dose further attenuated by either the dose attenuation
for low WBC or the dose attenuation for low platelets,
whichever 1s less.

Figure 7: Sample ONCOCIN Rule, Translated to English from Internal Format

The knowledge engineer then must convert this rule into a representation
understandable by the computer. The rule format for computer use is generally
unreadable to the clinician who helped to develop the rule in the first place. It is the
translation shown in the figure that is created and reviewed by the clinician. The
knowledge engineer's detailed understanding of the manner in which information is
represented in the computer allows him or her to develop the corresponding machine-
understandable format.

Because the knowledge engineering process is cumbersome and inefficient, we have
recently embarked on work to develop a system, termed OPAL, that acquires new
knowledge of oncology protocols directly from physicians while shielding them from
technical details. As part of our SUMEX core research activities, we will seek to
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generalize this approach for application in other medical domains in which RCTs are
commonly used. The knowledge contained in protocols for oncology (and for other
RCTs as well) has already been formalized in the protocol document. The most
fundamental problems of conceptualizing and structuring the domain knowledge should
therefore not be an issue in this work.

For example, detailed discussions with our oncology experts and review of dozens of
protocol documents make it clear that the knowledge in protocols is both predictable
and constrained by the very nature of oncologic clinical trials. For each concept that
appears in oncology protocols, we can anticipate the general nature of most of its
possible values. For example, we can assume that all drugs will have a dose that can
be represented by an integer. All drugs will have a route--intravenous, intramuscular,
or oral. Our knowledge of the field allows us to determine g priori what possible
choices might be appropriate for most concepts. This has great implications for
automated assistance in knowledge acquisition.

We have known for some time that it would be ideal to provide an environment so
that the physicians can themselves enter and manipulate knowledge of a RCT protocol
and related medical knowledge. However, since it is generally unrealistic to teach
collaborators to become programmers or knowledge engineers, we are faced with the
traditional problems of getting a computer to understand the meaning underlying
unstructured phrases or sentences entered by a physician. TEIRESIAS had approached
the problem by cleverly manipulating the context of an interaction with an expert,
thereby simplifying the task of understanding entries [13]. However, problems in
computer-based understanding of natural language (still a major research topic in
artificial intelligence) prevented TEIRESIAS from becoming sufficiently robust for
routine use. We have been unwilling to reopen the Pandora's box of natural language
understanding for the ONCOCIN project, and therefore in the early years have had to
resort to the LISP-based entry of knowledge.

Two factors have accounted for our decision to turn again to the problem of knowledge
acquisition. The first has been a simple matter of need. As we have developed plans
to adapt ONCOCIN for use on single-user machines in physicians’ offices, and have
contemplated the large numbers of protocols that must be available online for practical
use of such a tool, we have been forced to acknowledge the necessity of an enhanced
knowledge acquisition capability. Second, in transferring ONCOCIN to personal
workstations and familiarizing ourselves with this new technology, we have become
aware of the potential for using advanced graphics techniques to avoid problems of
natural language understanding during entry of knowledge by a computer-naive user.
To explore the possible use of the graphics capabilities of LISP machines to facilitate
knowledge acquisition directly from experts, we have recently developed a prototype
system for knowledge entry. OPAL was designed in close collaboration with oncologists
who will be the eventual end users of such a system. To build the prototype version of
OPAL we reviewed all of the concepts that had been required for each of the protocols
that we entered by hand, and explored a large number of existing protocol documents
that we hoped to enter into the completed system.

The OPAL prototype runs on the same professional workstation (the Xerox 1108
"Dandelion”) on which the new version of ONCOCIN is being developed. Like the
new ONCOCIN system, OPAL is designed to take advantage of the advanced graphics
capabilities of the workstation and uses a mouse pointing device almost exclusively for
input by the physician.

In developing OPAL, we attempted to organize the information to be entered by the
physician in a manner similar to the structure of typical protocol documents. A
constant consideration was to request knowledge from the physician in a manner
consistent with the way oncologists tend to think about protocols. OPAL guides
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protocol entry in a loose fashion; the expert is provided with an ability to change
topics at his or her convenience. However, the program follows an orderly progression,
first asking for general information about the scope of the protocol, principal
investigators, and inclusion and exclusion criteria; next asking for the protocol "schema”
-- a shorthand notation that describes the sequences of treatments; and finally
requesting information on specific drugs, dose modifications, and diagnostic tests
required by the protocol..

The questions for each of these categories are grouped into individual windows on the
graphics display. These windows contain a number of "blanks” on the screen to be
completed in order to provide pertinent protocol information. Most blanks can be
filled in by selecting them with the mouse and then selecting an item from a menu that
is displayed. Rarely the blanks are filled in by typing at the keyboard. The windows
are not all displayed at once but rather are selected one at a time by the physician
working his or her way through a protocol. Selecting a window brings it "into view".
In the present OPAL prototype, most of the major windows are portrayed graphically as
a stack of overlapping "file folders” on the screen. Using the "mouse” to select the
"tab” of one of these folders brings the corresponding window into view. Special menu
windows can be created for the entry of purely numerical data. For example, we have
developed menus, called "registers”, that appear either in the format of a 10-key
calculator pad (for free-form digit selection) or else in a columnar format, akin to the
front of an old-style cash register. In either case, the user indicates the appropriate
digits sequentially using the mouse without needing to touch the keyboard. Several
examples of the windows used for protocol entry are provided in the working paper by
Differding included as an Appendix to this application.

The OPAL prototype presumes that the user will have no appreciation for how
knowledge is stored in the computer for use by the reasoning elements in ONCOCIN;
the user need only be able to understand oncology protocol documents. The system
deals with chemotherapy knowledge at such a high level that the user is completely
shielded from issues of knowledge base organization and format. The physician using
OPAL needs to be concerned only with the actual knowledge in the protocol to be
entered.

The preliminary version of OPAL consists of a series of windows that may be displayed
on the screen of the 1108 workstation in any order. Each window represents a series of
questions or blanks to be filled in for a specific portion of a protocol’s knowledge.
For example, one window asks questions about the names and standard dosages for the
drugs to be used for a given chemotherapy; another asks what laboratory studies are
:lequired by the protocol; a third inquires what actions to take if certain toxicities
evelop.

For each possible "blank” in the window, information is entered automatically by the
system if the corresponding data are already known because of previous responses (e.g.,
if a standard chemotherapy is chosen in one window, the individual drugs involved will
then appear in all of the other windows that ask for drug information). Otherwise,
selecting a blank with the mouse causes a menu with possible completions for that item
tg "pop up” on the screen. The mouse is then used to select the desired response from
the menu.

The OPAL prototype has been tested by several physicians and all have found the
system easy to use after a few minutes of training. Frequent feedback from our
oncology collaborators has allowed us to make modifications, expanding the options in
certain menus - and improving the user interface. These modifications have been
effected by reprogramming parts of the system. However, we plan to be able to make
changes to OPAL eventually by editing data structures, rather than by having to update
the actual computer programs.
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When a protocol is entered using OPAL, the knowledge ultimately must be encoded.in
an internal form so that ONCOCIN can use it to give advice and manage the protocol
data. We see this encoding occurring in a two stage process, with an intermediate data
structure serving to insulate the interaction with OPAL from the detailed structure of
the knowledge base. Thus OPAL will be used to enter protocol knowledge, it will be
stored in an intermediate data structure (or IDS), and then further refined into a
knowledge base for use by ONCOCIN. As is outlined in the next section, these ideas
generalize to RCT advice systems in other clinical domains -- a generalized OPAL
might be used to enter RCT guidelines, thereby creating a knowledge base for use by a
generalized version of ONCOCIN.

Generalization of ONCOCIN: E-ONCOCIN

Most protocols in clinical medicine contain elements in common with oncology trials.
We plan to build on our experience creating OPAL to apply the same methodology to
develop expert systems for RCTs in other medical areas. This research to develop
generalized knowledge acquisition programs like OPAL for other RCTs will be of great
practical importance. However, we recognize that the work will address significant
theoretical issues in the field of medical artificial intelligence. In fact, we expect that
the Meta-OPAL work outlined below will constitute a Ph.D. dissertation for one of our
Medical Information Sciences graduate students (Dr. Mark Musen).

What we propose is a high-level tool for use by knowledge engineers in conjunction
with clinicians to define all the properties of a knowledge acquisition system (KAS)
that may be used subsequently to enter the knowledge for a particular class of clinical
trials. OPAL is an example of a KAS, one that is customized for the class of clinical
trials relevant to clinical oncology. A KAS for another domain, such as hypertension
or epilepsy management, might look very different. Certainly the display windows for
protocol entry would bear little resemblance to those used in the current version of
OPAL. This new high-level tool, Meta-OPAL, will take as its input the complete
specifications for a KAS. It will produce as its output a data structure that will enable
a second program, E-OPAL, to interact with a domain expert to capture and encode a
whole class of new protocols. These encoded protocols can then be used for data
management and consultation by a domain-independent version of ONCOCIN (the
ONCOCIN inference engine, to be termed E-ONCOCIN)!. E-OPAL will be a version
of OPAL stripped of all its built-in oncology knowledge. E~OPAL thus will rely on
Meta-OPAL to provide all the information required to perform knowledge acquisition
and management. The relationships of the various modules is diagramed in Figure 8.

The concept of a "knowledge acquisition system for knowledge acquisition systems” is
attractive in many respects. First, many of the problems of a limited "world view” in a
program such as OPAL will be readily overcome because all of the domain assumptions
(e.g., beliefs about oncology, cancer protocols, or chemotherapy) will be explicitly
declared at the Meta~OPAL level. For example, an implicit assumption built into the
present OPAL prototype is that patients are treated with either chemotherapy or
radiotherapy. The physician using OPAL is never asked to enter information regarding,
say, surgery because knowledge about options for surgery is not currently within
OPAL's "world view". Even by modifying OPAL to specify new parameters, no
protocol that called for repeated surgical procedures could be satisfactorily encoded
unless we had an ability 10 make even higher-level modifications to OPAL.

At present, we can make this sort of higher level modification to OPAL only by

1The names E-OPAL and E-ONCOCIN are inspired by the similar domain independent tool devetoped by
our group in the 1970%. This program, EMYCIN or "Essential MYCIN", is the inference engine separated
from the knowledge base of MYCIN
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reprogramming the whole system and revising the format of the Intermediate Data
Structure (IDS). However, if the operation of OPAL itself were completely and
explicitly defined in a very high level syntax, it would be far preferable to use Meta-
OPAL to revise this representation, automatically creating a new knowledge acquisition
system (KAS) that would incorporate (1) the necessary windows and menus, (2) an
appropriate IDS format, and (3) specifications for how the IDS should be translated
into E-ONCOCIN knowledge bases.

Meta-OPAL and the necessary KAS definition language will allow us maximum
flexibility in adopting OPAL for unusual protocols that might be encountered in the
future. If the KAS definition language is general enough, it will allow knowledge
acquisition for clinical trials outside of the domain of oncology. Because the
ONCOCIN inference engine (E-ONCOCIN) makes no specific assumptions about
oncology, Meta-OPAL could produce knowledge acquisition systems that would permit
physicians to enter new protocols for any kind of clinical trial; E-ONCOCIN could
then be used for patient consultations and for data management.

The Domain of Clinical Trials is Well Suited for Meta-OPAL:

Just as the structure of knowledge within clinical protocols is generally easy to
anticipate, knowledge about clinical protocols is equally predictable. For example, the
sequence of interventions to take in any clinical trial should always be representable as
a schema. This schema might be similar in syntax to that now used by OPAL to
express the order of treatments in cancer protocols. Other representations might be
more appropriate for RCT's in different domains. In oncology,

CHOP x 6

is quite satisfactory. However, stepped care for hypertension might be better expressed
using a format such as:

STEP 1: Hydrochlorothiazide

STEP 2: add Labetalol

STEP 3: add Captopril
Our initial work on Meta-OPAL will include developing a complete and unambiguous
syntax for specifying protocol schemas. Part of the KAS definition language will
involve declaring formatting options and what entries are permissible when a schema is
entered into the resultant KAS.

Knowledge about clinical trials is predictable in other ways. For instance, all protocols
list a host of laboratory test resuits and clinical conditions that must be recorded and
that may cause an alteration in the treatment plan. The number of ways in which
therapy may be modified within a given class of protocols is finite; these kinds of
actions will have to be specified in the KAS definition language.

Knowledge acquisition systems for RCTs also can capitalize on another constraint in
their domain: patients with concurrent diseases that might complicate analysis of the
study are excluded from participating in protocols. The scope of the knowledge needed
for a given expert system can therefore be limited to the one disease under
investigation. The task of designing a KAS for a given class of clinical trials is clearly
simplified when the scope can be focused in this way.

Although there are many different kinds of clinical trials, knowledge about such studies
is always formalized in a protocol document. Examining protocol documents will allow
us to generalize about what characteristics are required for knowledge acquisition
systems in each of the domains studied and provide the basis for developing Meta-
OPAL and its KAS definition language. Our experience in developing and using OPAL
will also be essential in guiding our design for Meta-OPAL.
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How Meta-OPAL Will Work

The user interface to Meta-OPAL will involve the same menu-driven approach we have
adopted in the design of OPAL. Many of the usual difficulties of communicating with
the computer will again be obviated by the use of graphics-based editing.

The knowledge engineer, in conjunction with a physician-expert, will use Meta-OPAL to
specify the general nature of the clinical trials involved (e.g., sequential therapy, stepped

care) and certain study design issues (e.g., cross-over trials, repeated randomizations).
The exnected modalities of treatment will also be declared. Meta=QPAL can then

22V Sapwweswes saawseRailnaal WA (8 L =100 1=} wiil Qi =Sial Wi Sa

establish the schema syntax for the protocols to be entered.

The program will then assist the user in structuring the IDS. The names and meaning
of each of the IDS entries will then be declared. The relationships among the various
IDS components will be specified using graphics.

A list of all knowledge base parameters will then be declared and the same rule
definition language that we will develop for OPAL will be used to specify how the
rules to conclude each of the parameters can be generated from the IDS. Parameters
will fall into several categories (e.g., clinical conditions, concluded drug dosages,
intermediary parameters used in the reasoning process) and the nature and use of each
parameter will have to be specified. For example, the user must specify which
parameters correspond to items that must appear on a patient's "flow sheet” when
displayed by E-ONCOCIN. Similarly, it will be necessary to indicate those parameters
whose values will represent the system's "recommendations” during a consultation.

Finally, Meta-OPAL will prompt the knowledge engineer with the basic information
needed for each of the windows that will appear in the completed KAS. The exact
window formatting will then be entered by selecting locations on the screen with the
mouse and typing in the text that should appear there when the KAS is generated. If
dissatisfied with the location of particular blanks, the knowledge engineer will be able
to use the mouse to rearrange the formatting. For each blank, the system will ask the
knowledge engineer to specify the corresponding menu that will appear when the blank
is selected by the KAS user. The knowledge engineer must also indicate where the
entry for the blank is to be stored in the IDS and any information needed to check for
completeness or consistency.

Once the user has completed entry of information into, Meta-OPAL, a new data file
will be created that will contain all of the specifications of the KAS. This file will
serve as input to the E-OPAL program, which will follow the file's guidance in
displaying windows and gathering data during the knowledge acquisition process. The
information will be in a format that can be modified by a standard text editor, if
necessary, as well as by Meta-OPAL. The knowledge will be encoded using a KAS
definition language.

KAS Definition Language:

We will limit the scope of representations expressible in the KAS definition language
to the area of knowledge acquisition for clinical trials. This not only makes
implementation of Meta-OPAL more feasible, but restricting the scope of the system
will also make the finished program easier to use because the necessary input will be
more focused. The kinds of knowledge contained in this output from Meta-OPAL
should be apparent from our previous discussion of how Meta~OPAL will work. The
syntax we will develop must express a number of different concepts:

1. Various definitional items must be specified to the system. For each kind

of knowledge acquisition system Meta-OPAL can create, we must have a
syntax for declaring the names and the properties of:
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a. The modalities of treatment; for example, oncology protocols involve
chemotherapies and radiation. A protocol for treating esophageal
varices might use various surgical or endoscopic procedures as
modalities.

b. The agents of treatment; for example, the three drugs vincristine,
adriamycin, and methotrexate are the agents used in modality VAM in
cancer chemotherapy. "Positive reinforcement” and “negative
reinforcement” are two agents of the modality "behavior modification"
that could be used in psychiatry protocols.

C. Standard toxicity grades and their text definitions, representing
various measures of adverse effects on organ systems. Each toxicity
grade would also be linked to a parameter so that E-ONCOCIN would
be able to draw conclusions based on the presence or absence of
certain adverse conditions.

2. The list of parameters and their associated properties must be indicated,
including rule definition language specifications on how to generate the rules
that may conclude each parameter's value. The types of parameters include:

a. Physical examination findings
b. Laboratory tests and test results

c. Clinical conditions, such as "no evidence of disease”, "complete
response”, or "progressive disease"

d. All "conclusions” reached by the system, including final treatment
recommendations.

3. We must permit specification of all of the various actions one might take to
change any component of the treatment plan. Such actions could involve
alteration of the protocol at any level. For example, the protocol itself
could be terminated or extended. Administration of any of the modalities
of treatment might be delayed or canceled. The dosages of any of the
therapeutic agents might be changed, or new agents might be substituted.

Other actions that do not specifically modify therapy need to be declared.
For example, based on some set of parameters, one might want to "order a
lab test” or "notify the principle investigator” of some problem.

Each of these actions will appear as potential entries in portions of the IDS
and will accordingly be specified in menus in the resulting KAS (i.e., in
menus displayed by E-OPAL as it takes its directions from a KAS file that
was produced by Meta-OPAL). Such menus will offer steps to take in
response to various values of defined parameters.

In addition to the domain knowledge, the KAS definition language will require
declaration of important systems information, including:

1. A description of the high-level appearance of the knowledge acquisition
system, including the contents and layout for each window and the nature of
each blank and its corresponding menu. Meta-OPAL will determine this
knowledge from the graphical inputs of the user when defining the KAS.

2. Specification of the necessary IDS to use for the specific E-OPAL
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application, including the complete IDS format, the mapping of blanks from
the various windows into the IDS, and the control information needed to
translate the IDS into the final knowledge base for use by E-ONCOCIN.

E-OPAL:

In order for Meta-OPAL to produce new knowledge acquisition systems, we will first
have to develop E-OPAL, a program that will capture the behavior of the present
OPAL prototype. However, E-OPAL will acquire all of its formatting specifications
for windows and menus from the output data file produced by Meta-OPAL, rather than
from structures internal to the program itself. It will use the knowledge encoded in the
KAS definition language to produce an IDS, transfer knowledge from display windows
to and from that IDS, and use the IDS to produce a knowledge base for the ONCOCIN
inference engine. The physician will enter protocol knowledge in E-OPAL in a manner
identical to the present OPAL system.

E-ONCOCIN:

The current ONCOCIN system has been written with care to keep the ONCOCIN
knowledge base separate from its inference engine. Thus a relatively complete version
of E-ONCOCIN already exists, and this separation is being further refined as part of
our translation of ONCOCIN to run on the 1108 workstation. However, we anticipate
further changes as our understanding of the IDS and Meta~-OPAL evolve.

Encoding New Protocols with Meta-OPAL:

We will test the Meta-OPAL system by rewriting OPAL using Meta-OPAL. This will
be accomplished by producing a knowledge acquisition description file using Meta-
OPAL and showing that E-OPAL, driven by Meta-OPAL's output, produces a knowledge
acquisition system with behavior grossly identical to that of OPAL. This will produce a
more generalizable version of OPAL that overcomes some of the limitations of the
initial prototype.

We will also use the system to encode protocols in at least one (and possibly two) other
medical domain. Dr. Peter Rudd, a member of the Division of General Internal
Medicine at Stanford, is conducting randomized - controlled trials of new
antihypertensive medications and has agreed to collaborate on knowledge base
development. This domain of hypertension and its treatment will provide a useful
environment for testing the definition of new knowledge acquisition systems using
Meta-OPAL. In addition, Dr. Gordon Banks from the University of Pittsburgh (a
member of the INTERNIST/CADUCEUS project) has approached us about adapting
ONCOCIN for us in protocol-directed management of epilepsy patients. This may well
provide another pertinent domain for testing the generality of the notions described
here.

Strategic Therapy Planning

ONYX is an ONCOCIN-related subproject designed to fill the need for planning in
application areas where traditional planning methodology is difficult to apply. While
the program is being developed to assist with the planning of cancer therapy, its
architecture is intended to be of use whenever goals are ill-specified, plan operators
have uncertain effects, or trade-offs and unresolvable conflicts occur between parts of
the goal. ONYX combines strategic "rules of thumb" with a mechanistic model of the
domain to determine a set of plausible therapy plans. This is accomplished with a
three step process: (1) generate a small set of plausible plans based on current data; (2)
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simulate those plans to predict their possible consequences; and (3) based on the results
of those simulations, rank the plans according to how well each meets the goals for the
situation.

Much of the early work in artificial intelligence techniques for planning made
simplifying assumptions about the various choices that can be made at each step of the
plan, and in representing the effects of each of these planning steps. In medicine, the
planning task often cannot be represented in a form useful to a conventional planning
program. Often the goals are ill-specified and the operators have uncertain effects.
Furthermore, incomplete and unresolvable interactions occur between the parts of the
goal, limiting the usefulness of some of the techniques developed least commitment and
plan repair techniques. Consequently, medical therapy planning programs such as
VM [17], ONCOCIN, and ATTENDING [49] have frequently relied on algorithms or
step-by-step protocols to provide explicit guidelines in the construction of plans
appropriate to a particular patient's condition.

Our work with ONCOCIN has revealed an important limitation of medical planning
systems which use explicit criteria such as algorithms and protocols. The knowledge in
these specifications is a "compiled” version of pathophysiological knowledge of the
human body, and of the strategic knowledge of the domain. In ONCOCIN, plan
elements are selected strictly according to the characteristics of the current treatment
situation without considering the causal mechanisms of the domain or many of the
strategies useful in prescribing therapy. Consequently, when a situation arises for which
the algorithmic knowledge does not apply, the planning system often recognizes the
problem, but cannot plan alternative therapy. The ONYX system is designed to suggest
expert quality therapy plans in such difficult cases.

The planning process used by ONYX consists of three steps:

1. Plan generation. Using current and past data about the patient, and
exploiting the hierarchical nature of possible plan steps, generate a small set
of “plausible plans" which are consistent with the patient's current state and
the treatment goals for the patient.

2. Qualitative simulation. Using causal knowledge of the human physiology,
and of this patient's in particular, predict the future states of the patient if
each of the plausible plans were in fact executed.

3. Plan Ranking. Using knowledge about how patient data satisfy the goals for
the patient’s progress, rank each of the plausible plans according to the
extent that the simulation's predictions for each plan meet the therapy goals.

Cancer treatment strategies are often general statements such as "Try to give a greater
quantity of therapy during the early stages of treatment”. Restated in a particular
context, this might indicate a preference for decreasing a drug dose to 75% rather than
just 50% in response to a particular problem. Other strategies may be applied to a wide
range of decisions in the plan generation process, from broad therapeutic choices (e.g.
whether to give drug therapy or radiation therapy) to specific decisions about individual
drug doses. One such strategy is: "If a problem is encountered with a treatment, try to
eliminate the part of the treatment that might be causing the problem.” In one context,
this is intgrpreted as a suggestion to decrease or eliminate the previously administered
drug that is the likely cause of toxicity. In another context, it may also be used to help
decide between continued drug therapy and alternative treatments. Currently, such a
strategy must be represented in each context in which it applies, rather than as a single
more general principle.

The input to the planning process is the database of patient measurements (e.g., the size
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of the tumor, white blood count) collected over a number of prior treatment cycles.
These input data are processed by the list of treatment strategies. The output of the
plan generation phase is a set of possible treatment plans for the current patient visit.

The possible treatment plans are sent to the simulation component to determine the
likely ramifications of the treatment. We have designed special software to allow for
graphical description of the simulation model. The structure of the domain models is
organized hierarchically according to part-of relationships. The behavior of a model is
determined by the behavior and interconnections of its parts and by three knowledge
bases which describe its behavior in response to stimuli. The state of a model is
represented by a group of state variables, and by the states of its parts. Each model
has ports through which it communicates with other models using message passing
techniques provided by the object oriented system. Such hierarchical models can be
built interactively on a Xerox 1108 LISP workstation.

The behavior of each model is described by three rule bases containing production
rules. The first rule base dictates how a model will change its state according to the
stimuli it receives through its ports from other models. The second rule base contains
knowledge about how to make further conclusions about its state based on any recent
changes. The third rule base dictates how the new state of the model will be
propagated to neighboring models using a simple message passing scheme which acts
along connections between models.

Simulation can provide information which the plan evaluation process can use to
determine the likelihood that a plan will satisfy the goals for the patient. While the
plan ranking phase of ONYX is still under development, early experiments indicate that
the rule form used in the plan generation phase will provide some power in the ranking
of plans after simulation. In addition, decision analytic techniques can be used to
evaluate the decision trees developed by the strategic planning and simulation
components.

E-ONYX:

We have thus far challenged and tested this developing system with only a single cancer
protocol. However, we believe that the techniques can be expanded to other cancer
protocols, and then to other types of clinical trials. We propose to generalize this
program, with much of the work involved in representing the various types of plans
that may occur among different clinical trial experiments. We expect that the form of
the strategies may have to be modified for other medical trials. In addition, we need to
verify that the hierarchical nature of the simulation process is sufficient to represent
the dynamic processes as the treatment regimen of the clinical trial affects the body of
the patient as well as the disease process.
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2.2.1.2. Basic Research in Al

Overall Goals and Plans

Our basic AI research projects focus on understanding the roles of knowledge in
symbolic problem solving systems -- its representation in software and hardware, its use
for inference, and its acquisition. We are continuing to develop new tools for system
builders and to improve old ones. The research crosses a number of application
domains, as reflected in the subprojects discussed earlier, buf the main issues that we
are addressing in this research are those fundamental to all aspects of AL We believe
this core research is broadening and deepening the groundwork for the design and
construction of even more capable and effective computer programs to aid in reasoning
about biomedical problems.

As mentioned above, although our style of research is largely empirical, the questions
we are addressing are fundamental. The three major research issues in Al have, since
its beginning, been knowledge representation, control of inference (search), and
learning. Within these topics, we will be asking the following kinds of questions. As
our work progresses, we hope to leave behind several prototype systems that can be
developed by others in the medical community.

In particular, we will focus on four areas with immediate coupling to biomedical
applications problems and on several others that may have future application:

1. Blackboard Model of Reasoning -- can we design and construct a domain-
independent framework for problem solving programs using the blackboard
model and can we reason explicitly about control in that framework?

2. Constraint Satisfaction -- given a number of symbolic and numeric
constraints defining a satisfactory solution to a problem, how can a problem
solver efficiently find a solution?

3. Knowledge Acquisition -- how can knowledge-based programs effectively
acquire the large amounts of domain-specific knowledge needed for high
performance problem solving?

4. Qualitative Simulation -- how can biological modelling systems be
constructed that use domain-specific knowledge to reason approximately
about outcomes?

5. Other Research Areas -- architectures appropriate for highly concurrent
symbolic computation, a retrospective on the AGE blackboard tool, logic-
based systems, self-aware systems, and the SOAR general problem-solving
architecture.

These major research themes are discussed in the subsections below and build upon the
workstation and advanced computing environment technology also being developed
under SUMEX core research.

1. Blackboard Model

GOALS

The long term goal of this part of our research is to improve the usability, the
flexibility, and the inferential power of AI software systems for handling problems of
hypothesis formation, signal understanding, constraint satisfaction and planning. We
proposed to design and implement domain-independent tools for building complex
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reasoning systems within the blackboard framework. These include development aids as
well as run-time utilities. In other research, we have a coordinated goal of applying the
Blackboard framework as an organizing framework for parallel processing.

For the research described below, we have two main objectives. These are:

a. to develop scientific understanding of the “support environment” for Blackboard
framework systems and of key tradeoff issues; to design tools for building systems; to
implement a domain-independent system incorporating those tools.

b. to implement a substantial reasoning system in the BBl framework in order to
experiment with tradeoffs in the design. Specifically, we will work with the PROTEAN
collaborative project to implement and experiment with the program that infers tertiary
structure or proteins from NMR data (plus knowledge of primary and secondary
structure). This work is described in the research plan for the PROTEAN project.

MOTIVATION

In building knowledge-based systems, we have come to understand the importance of
flexibility in its operation. In the KSL, we have experimented with many frameworks
for building systems including rule-based, frame-based, and logic-based frameworks.
We have also experimented with various methods of inference and control, including
goal-directed, data-directed, and opportunistic reasoning. Of the paradigms we know
about, the one that seems to offer the most flexibility (at development time and run
time) is the blackboard model of reasoning. It has not been as well studied or used as
the rule-based or logic-based paradigms have been. Thus we believe a substantial
research effort is warranted in order to understand its strengths and limits, and to build
a suite of tools that allows us to experiment with it.

BACKGROUND

Though the Blackboard framework for problem-solving and hypothesis formation was
conceived at Carnegie-Mellon during the DARPA Speech Understanding project in the
early 1970's, it has received much of its scientific and practical development by
scientists of our laboratory. The first post-CMU/HEARSAY development was in
connection with the HASP system for passive sonar signal understanding. Subsequent
efforts involved experiments with scientific applications (to x-ray crystallography),
intelligence problems (ELINT and COMINT), and planning; as well as the development
of the first software tool to assist knowledge engineers in constructing systems using the
Blackboard framework (AGE-1).

As the last decade unfolded, the Blackboard framework was seen to be the most flexible
and powerful set of software concepts we had encountered for organizing the processing
of knowledge-based systems. It allowed arbitrary mixing of data-driven inference steps
("bottom up") with model-driven steps ("top down”). It allowed a hierarchy of levels of
abstraction in the ongoing solution formation, from the most abstract (the global
situation) to the least abstract (the supporting data or problem conditions). And it
allowed multiple sources of knowledge to provide the links between these levels (i.e.
supported information fusion).

The growing significance of the Blackboard framework has given importance to entering
a second phase of its development: extensions of the basic concepts (e.g. reasoning from
uncertain evidence) and extensions of the suite of software tools for building such
systems.

BB1 [27] is a domain-independent environment for building AI systems in a
"blackboard control architecture” [28]. Like the standard blackboard architecture [16],
BB1 solves problems through the actions of independent knowledge sources that record,
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modify, and link individual solution elements in a structured database (the blackboard)
under the control of a scheduler. It expands upon the standard architecture as follows:

1. It provides an interpretable, modifiable representation for knowledge sources
with these attributes: event-based predicates for triggering; pattern-matching
functions for identifying multiple triggering contexts; state-based predicates
for assessing transient pre-conditions, and rule-based actions that instantiate
prototypical blackboard modification templates. BB1 provides support
facilities for knowledge source creation, modification, and checking.

2. Its blackboard representation permits dynamic assignment of attributes and
values to objects on the blackboard and provides selective, demand-driven
inheritance of attributes from linked objects, with local caching of results.

3. It provides explicit reasoning about controi--the selection and sequencing of
knowledge source actions--with control knowledge sources that construct
dynamic control plans out of modular heuristics on a control blackboard.
BBl defines specific levels of abstraction and solution intervals for the
control blackboard. It provides a vocabulary and syntax for expressing
control heuristics. A simple scheduler decides which domain and control
knowledge sources to execute by adapting to whatever control heuristics
currently are recorded on the controi blackboard.

4. It provides strategic explanation of problem-solving activities.

5. It provides generic learning knowledge sources to acquire new control
heuristics automatically.

6. Its run-time user interface provides capabilities for: displaying knowledge
sources, pending actions, and objects on the blackboard; graphically
displaying partial solutions via a user-specified interface; recommending
pending actions for execution; permitting a wuser to override a
recommendation; executing a designated action; operating autonomously until
a user-specified criterion is met.

BBl is an evolving system incorporating the best results of several research activities.
It currently is being used as a framework for the PROTEAN system here at Stanford
and for several applications by other research and industrial organizations. We propose
to continue developing BBl as a prototype “next-generation"” blackboard architecture.

RESEARCH PLAN

Trade-Off Between Knowledge and Control

As the complexity of the applications we attack increases, the tendencies have been to
build more complex control structures. This is a natural consequence of a strategy of
"divide~and-conquer” -- having broken the problem into manageable subproblems, the
question arises as to how and when to bring the sub-problems together. The other
factor that contributes to different control schemes is the difference in quality of
knowledge that can be brought to bear at different points in the problem solving
process. For example, if there is not much situation-specific knowledge to be applied
at a particular point, a system can resort to a method of generating all possible
solutions and testing them for credibility.

In the study of concurrent problem solving frameworks, control represents a
serialization of knowledge applications. A preliminary study indicates that there can be
a trade-off between knowledge and control. An almost control-free blackboard system
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may or may not converge to problem solutions. To date there is no research that
addresses the trade-off possibilities between degrees of control and various kinds and
amounts of knowledge. A blackboard architecture provides a very fertile medium in
which this research can be conducted, because all information, including control
information, is available on the blackboard. This provides an opportunity to vary the
amount of utilization of the control information and control knowledge sources at the
same time as adding and modifying task-specific knowledge.

Debugging at the Blackboard System Level

We propose to investigate what would constitute an effective suite of debugging aids for
blackboard tools. This investigation will be based primarily on our experience in both
using and building various blackboard tools.

The blackboard debugging aids that we will investigate include:

1. A blackboard break package. This package would permit, for example,
execution-time insertion of conditional break-points for a specific type of
modification of the blackboard nodes of a given class or classes, specific
knowledge source invocation, and specific rule evaluation or invocation.

2. A blackboard inspector package. This inspector would permit the inspection
of blackboard nodes and the relations between them at various levels of
abstraction. These levels of abstraction might range from the entire
blackboard presented as a graphics display of nodes by class icons with node
relations represented by colored links to the detailed attributes and their
values for a specific node presented as formatted text.

3. A stepper which would allow the single-step execution of a blackboard
program at various levels of resolution, for example, event posting,
knowledge source invocation and rule evaluation. This stepper could be
turned off or on by the user or by the execution-time insertion of
conditional stepper switch points.

4. A static analyzer which would analyze and present the relationships between,
for example, event postings, knowledge source preconditions, knowledge
source invocations, and possible blackboard node modifications.

We will use the results of this investigation to design and implement a suite of
prototype blackboard debugging aids. Although these aids will be implemented in the
context of a particular blackboard tool, for example, BB-1 or an AGE derivative, the
underlying concepts should be applicable to a variety of blackboard tools. In particular,
we plan to investigate how these debugging concepts could be extended to blackboard
tools running on parallel computational systems.

Control Blackboards

In attempting to solve a domain problem, an Al system performs a series of problem-
solving actions. Each action is triggered by data or previously generated solution
elements, applies some knowledge source from the problem domain, and generates or
modifies a solution element. At each point in the problem-solving process, several such
actions may be possible. The control problem is: which of its potential actions should
an Al system perform at each point in the problem-solving process?

Our approach to intelligent control problem-solving entails empowering Al systems to
achieve the following behavioral goals:

E. H. Shortliffe 136 Privileged Communication



Core Research and Development

« Make explicit control decisions to determine which problem-solving actions
to perform at each point in the problem-solving process.

« Decide what actions to perform by reconciling independent decisions about
actions that should be performed and actions that can be performed.

« Adopt variable grain-size control heuristics, including global strategies (e.g.,
first anchor all pieces of secondary structure in partial solutions; then refine
the most credlble parual solutlons) local objectxves (eg fill m gap g in the
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reliable knowledge sources).

« Adopt control heuristics that focus on whatever action attributes are useful
in the current problem-solving situation, including attributes of their
knowledge sources, triggering information, and solution contexts.

o Adopt, retain, and discard individual control heuristics in response to
dynamic problem-solving situations.

» Decide how to integrate muiltiple control heuristics of varying importance.

« Dynamically plan, interrupt, resume, and terminate strategic sequences of
actions.

« Reason about the relative priorities of domain and control actions.

In sum, systems following the proposed approach would forgo efforts to predetermine
"complete” or "correct” control procedures that anticipate all important problem-solving
situations. Instead, they would develop control plans incrementally while solving
particular domain problems, adapting their behavior to a wide range of unanticipated
problem-solving situations. (See [28] for more discussion.)

To realize these system behaviors, we are investigating a blackboard model of control in
which control knowledge sources operate concurrently with domain knowledge sources to
construct, modify, and execute explicit control plans out of modular control heuristics
on a structured control blackboard. The control blackboard has the levels of abstraction
defined and illustrated in Figure 9. Its solution intervals represent problem-solving
time intervals.

Problem Problem the system has decided to solve
"Elucidate the structure of LAC-Repressor Headpfece"
Strategy General sequential plan for solving the problem

"Anchor a1l secondary structures; then refine all partial
solutions that anchor at least one Secondary element”

Focus Local (temporary) problem-solving heuristics
"Anchor all secondary structures”

Policy Global (permanent) problem-solving heuristics
"Perform actions that generate control heuristics”

o-Do-Set Pending problem-solving activities

"Anchor-Helix helix 1 to Secondary-Anchord

Anchor-Helix helix 1 to Secondary-Anchor§

Refine-Partial-Solution anchored by Secondary-Anchorl"
Chosen-Action Problem-solving activities scheduled to execute

"Anchor-Helix helix 1 to Secondary-Anchor5"

Figure 9: Levels of BBl's Control Blackboard with Examples from PROTEAN
We also have developed a vocabulary and syntax for expressing heuristics, as illustrated
in Figure 10. A simple scheduler, which selects both domain and control knowledge

sources for execution, has no control knowledge of its own. Instead, it adapts its
scheduling behavior to the control plan currently recorded on the control blackboard.
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Name Focusl

Goal Eq KS-Type 'Anchor)

Criterion for Each-Anchor in ($Find-A11 'Solid '((Role 'Anchor)))
always ($Object 'Copies Each-Anchor))

Weight 8

Rationale "Incorporate a copy of each Anchor into at least one
partfal solution before deciding which partial solutions
to refine”

Creator Chosen-Action §

Source Strategy!

Type Strategic

Status Onerative

First-Cycle 6

Last-Cycle 20

Figure 10: An Example PROTEAN Heuristic at the Focus Level

In previous research [28], we developed the blackboard model of control and
demonstrated its applicability to the control knowledge used in HEARSAY-II [16],
HASP [55], and OPM [30]. We have implemented the control blackboard and several
control knowledge sources arising from that research in the BBl system. We are now
using the model to organize control knowledge for the PROTEAN system. We propose
to continue refining the model by assessing its applicability in different problem
domains and by developing control knowledge sources that are useful for particular
problem classes.

Explanation Systems For Control Blackboard Systems

During efforts to solve a domain problem, an Al system should explain its problem-
solving behavior. It should justify actions in terms of the situations that trigger them,
the knowledge they use, and the solution elements they generate. It should also show
how actions fit into an overall line of reasoning, what specific control heuristics they
satisfy, and what alternative actions were considered. These explanation capabilities are
defining characteristics of intelligent problem-solving. They are also pragmatically
desirable as debugging aids for system builders and as credibility checks for domain
experts.

We propose to investigate explanation in the context of the blackboard control model
and its explicit representation of a dynamic control plan:

o The current scheduling rule for choosing amon'g feasible actions (e.g.,
"Schedule the highest priority action");

« The current integration rule for combining an action’s ratings against
multiple control heuristics to calculate its priority (e.g., "Compute each
action's sum of weighted ratings against operative heuristics");

« The operative control heuristics (e.g., "First anchor all pieces of secondary
structure in partial solutions; Then refine the most credible partial
solutions.” "Exploit the most reliable knowledge sources.”);

« Each action's ratings (0-100) against operative heuristics.

+ Each action's priority, computed by applying the integration rule to its
ratings.

A preliminary explanation mechanism, implemented in the BBl system, constructs
stylized explanations such as the one shown in Figure 11.

We propose to continue this line of research to develop explanation mechanisms
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I recommend KSAR 6
Should I Display/Explain/Go/Charge-Ahead/Override: E

KSAR 6: Knowledge Source: Anchor-Helix
Trigger Event: (Add So11d2)
Context: ((Anchor Solidl) (Anchoree So11d2))
Control Plan:
Scheduling Rule: Highest Priority KSAR
Integration Rule: Sum of Weighted Ratings
Strategyl: Anchor-Then-Refine
Rationale: Incorporate a copy of each Anchor
into at least one partial solution
before deciding which partial solutions
to refine
Focusl: (Eq KS-Type 'Anchor) Weight 8 Rating 100
Policy2: (Eq To-BB 'Control) Weight 10 Rating 0
Priority: 800
KSARs with the same Priority: KSAR 7, KSAR 8, KSAR 9

Figure 11: Example of Preliminary BB1 Explanation
appropriate for potentially much more complex control plans and to tailor information

selection and presentation to the different interests of system builders and domain
experts.
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2. Constraint Satisfaction

GOALS

The long-term goal of this part of our research is to produce tools for constructing
symbolic constraint satisfaction (SCS) programs, and to analyze and experiment with
them to determine their strengths and limits.

The near-term objectives are to implement and experiment with an SCS program in
resource management and to generalize it into a prototype SCS framework. We have
selected resource management as a test-bed for this research because it involves
constraints of different levels of detail and different degrees of "firmness,” it involves
using the same constraints in the context of somewhat different tasks, it involves time-
dependent constraints (e.g., a previously committed resource may become available again
in the future), and it involves a large amount of symbolic information that we, as
resource managers, know intimately. This work intersects the research on using the
blackboard model for constraint satisfaction problems, discussed in the previous section.

MOTIVATION

Reasoning about constraints is a ubiquitous problem with many facets. It occurs in
many important problem-solving activities in which a solution is constructed from
primitive elements but there are constraints on how those elements are put together. In
DENDRAL [43], for example, there were a priori theoretical constraints on the
meaningful constructs and a posteriori experimental constraints inferred from the data
gathered for a specific problem. Both sets guided the hypothesis generator toward
plausible solutions (and away from implausible ones). More recently, the R1 (or
XCON) [47] program developed at CMU uses constraints of both types to put together
a near-optimal configuration of computer components (including racks and wires). The
a priori constraints constitute the "rules of the game” -- the components that may and
may not be used together, for instance. The problem-specific constraints come from
the description of the computer buyer's requirements, such as space available, memory
required, and so forth.

Constraint satisfaction problems have not been as well-studied in Al as troubleshooting
and diagnostic problems. There have not been, for example, successful generic
frameworks developed in which constraint satisfaction systems can be built easily. For
troubleshooting systems, on the other hand, several frameworks have been developed and
successfully transferred to military and industrial installations. We believe that
academic laboratories must intensify research on constraint satisfaction.

In a very large space of possible solutions, each constraint may be taken as a
specification of a subset of solutions. In the abstract, then, successive constraints
narrow the solution space to just those solutions that lie in the intersection of subspaces
specified by all the constraints. This is a first-order model of constraint satisfaction
that can, in principal, be applied with constraints of all forms.! However, the first-
order model must be modified to accommodate several complexities:

« The languages in which constraints and solutions are expressed are not
necessarily the same. Some reasoning process must translate from one to the
other.

1Mat.hc:matical methods for constraint satisfaction, while appropriate for many problems, depend on
constraints being expressed numerically with some precision. We are concerned here with problems for which
mathematical methods are not appropriate.
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o Qualitatively different kinds of constraints may apply to a single problem.
The problem-soiver must integrate them.

o The available constraints may be incomplete. The problem-solver must
either characterize the "family” of solutions consistent with the available
constraints or choose an arbitrary member of that family.

o The available constraints may be incompatible. The problem-solver must
either decide to compromise some of the constraints or identify a dynamic
solution that vacillates (in time or space) between states satisfying
incompatible constraints.

o There is a potential combinatorial explosion of hypothesized solutions. The
problem-solver must restrict search.

« The computational cost of applying individual constraints may be high. The
problem-solver must manage these costs.

« Resources available for carrying out planned actions in the real world are
constrained over time -- eg., previously committed resources become
available again after a time.

BACKGROUND

The management of resources is a critical part of most decision-making operations.
There are often constraint satisfaction problems in which symbolic and numeric
constraints interact at many stages in the decision- making process. Sometimes the
constraints are expressed in terms of (a) the goal to be achieved, (b) intermediate goals
or states, (c) resources available, or (d) the process itself.

A clear instantiation of this class of problems is the management of financial resources.
Financial management encompasses the planning and initiation of new projects and the
administration of awarded funding for on-going projects and operations. In most
institutional settings, the accounting tools for collecting, recording, and reporting
information about actual financial transactions in the performance of work (e.g., salary,
procurement, and reimbursement expenditures) are well developed. Typically such
systems are able to report monthly and cumulative expenses against a project budget;
attempt to capture transactions in progress (completeness and accuracy depending on
where a given transaction is in the bureaucratic pipeline when the monthly accounting
is run); and help with report abstractions, trend projections, and the mechanics of plan
calculations. Increasingly, the resulting information can be available to users in
electronic form.

However, the tools for the more judgmental aspects of resource management, planning,
and subsequent resource allocation, are much more primitive. The integration of the
conceptual planning for work to be done with the financial planning, expenditure
initiation, and control processes needed to actually carry out the work is mostly handled
in the heads of individual project managers and administrators. It is these human
experts who cumulate the working knowledge and experience of how to allocate
financial resources to achieve work goals while satisfying the constraints imposed by
funding terms and conditions and governing policies and procedures of the funding
agency and parent institution. In a research laboratory, considerable specialized
expertise develops for managing particular types of work under particular funding
arrangements. For example, there are experts at managing contracts, or computing
equipment purchases, or electronic assembly subcontracting, or hazardous material
procurement, or a myriad of other activities confronting the performance of work
objectives. Unfortunately, such expertise is almost never taught and it is acquired
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through experience involving trial and error and communication of lore from friends
who have already had similar experiences. Frequently, there are wide variations in the
ability of individual managers to properly administer these matters because of differing
levels of experience and even degrees of caring about such managerial details in the
face of the primary professional goals of the group.

Many project groups develop local administrative systems, many of them manual or
adaptations of spread sheet software packages (e.g., VisiCalc), to facilitate management
tasks. But these help only with the mechanical numerical aspects of management and
do not assist in the judgmental matters involving optimal use of resources for work
goals or satisfaction of policy and procedural constraints. These systems give little help
in selecting and filling out appropriate forms for personnel, procurement, or other
transactions. They do not provide intelligent interactive planning help that
automatically relates, for example, personnel assignments in budgets with supporting
expenditures like salaries, supplies, travel, telephone, and publication costs. appropriate
to the work group involved. They do not provide catalog information for budgeting
purchases of computing equipment, instrumentation, parts, or other discipline-related
items. They do not advise on proper cost allocation and documentation relative to
funding terms to assure that costs will be allowed. They do not help with planning
expenditures among overlapping funding support so as to effectively achieve work goals
within funding constraints. They do not help with the integration of institutional
financial performance data with on-going plans, locating errors and reconciling the
interface between locally recorded commitments and actual expenditures. And they do
not provide the required flexible modes of information presentation such as tables and
graphs, monthly details and plan exceptions, subproject detail or aggregation, or cross-
project distributions.

Now clearly the above functions combine knowledge from many sources -- some
factual and some experiential; constraints from many sources -- some numerical and
many symbolic; and frequently no unique solution exists for a given planning problem.
Spread sheet programs provide a useful interactive mode of calculating and displaying
information but they only do part of the task of assisting with the managerial
judgements involving symbolic knowledge and constraints. We have, under separate
funding, begun work on a prototype system to utilize some of the techniques developed
over the recent past for knowledge-based system design to further facilitate computer
assistance in the task of budget planning and resource management.

In the longer term, this is one example of a broader class of complex constraint
satisfaction problems. Other examples include space allocation, hospital scheduling and
triage, interpreting Nuclear Magnetic Resonance data with other information to
determine protein conformations, and system design. In studying the financial resource
planning problem, we hope to gain more experience with this class of problems in the
hope of developing more general problem formulation and problem solving tools for
dealing with them.

RESEARCH PLAN

We propose to build a constraint satisfaction program that is (a) general across several
types of problems and (b) useful within one or more specific management problems.
The shortcomings of spreadsheet software packages mentioned above will be addressed
in the context of the prototype object-oriented system already implemented.

The first system uses strictly numerical constraints to aid in constructing a research
budget. It is able to access data stored offline about default values for budget items,
such as salaries for individuals, cost of specific equipment, and the university overhead
rate. It uses windows to display information rather than the more restrictive
spreadsheet. Subsequent improvements will focus mostly on incorporating symbolic
constraints in extensions that allow:
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« defining forms

« filling out forms consistently

integrating information from forms with budget information

producing projections under different perspectives

managing the flow of expenses over the life of a project

We will target our experimental systems for workstations with bitmapped displays to
take advantage of powerful graphics tools which we believe will be necessary for an
effective human interface. We will use the existing computing resources of the KSL
for this work, including Xerox D-machines, Symbolics 3670's, or possibly Texas
Instruments Explorers, while keeping a view for software portability to other
workstations that will undoubtedly become available.

We expect to evolve the AI portion of the design carefully, based on requirements. Our
view is that the system will start out by taking on some of the onerous manual tasks of
financial plan development, with better interactive capabilities and being database
driven. It will then become increasingly effective as an advisor for planning, leading
ultimately to a more active role in plan formulation and review.
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3. Knowledge Acquisition
GOALS

The long-term goal of this research is to develop robust machine learning programs
that can be integrated with a variety of intelligent systems, and to develop a set of
criteria under which machine learning techniques can be successfully applied to
different problem-solving architectures.

In the near-term, we propose to design, implement, and experiment with learning
methods in different problem-solving environments. In particular, we propose to: (a)
extend the work on induction with rule-based systems in the BBl and HERACLES
architectures; (b) develop methods for learning control heuristics in the blackboard
architecture; (c) develop programs for learning by chunking (as already implemented in
the subgoaling architecture of SOAR) for the classification architecture of HERACLES
and the blackboard architecture of BBl. We also propose to extend our analysis of
issues in building machine learning systems, specifically the role of noise, the role of
examples, and the role of knowledge representation in machine learning.

MOTIVATION

Over the last decade, many machine learning programs have been implemented for
special-purpose acquisition of new knowledge. They have been constructed with an eye
to generality but with the generality lying mostly in the descriptions of ideas, not in the
details of the method and certainly not in the code. The details need to be analyzed so
that the strengths and limits of different methods can be assessed in different contexts.

Domain-independent methods are limited by their lack of semantics underlying the
names of features being manipulated. Statistical methods, for example, are generally
applicable (for data described with numerical features) but lack the ability to use
specialized knowledge of a domain that could increase their power. The tradeoffs
between generality and specificity in machine learning systems need to be analyzed in
order to build powerful learning methods that apply to more than single tasks. Meta-
DENDRAL [43], for example, was completed in our laboratory about 1979, but was not
developed outside its original task area until 1985 [19].

In the future, it is imperative that methods for machine learning be well enough
understood that “off-the-shelf” packages can be constructed and made available for the
different classes of intelligent systems we now know how to build. For example,
diagnosis and troubleshooting problems are modestly well understood. There are
framework systems, like EMYCIN and its commercial cousins, that aid in the
construction of a new expert system, e.g., a diagnostic problem solver for a specific
task.] But there are no pre-packaged learning programs that can be added to the
resulting expert system to give it the ability to learn. Since learning takes many forms,
there is not just one single package that will serve all purposes. If there is a large
library of cases, then learning by induction may be a good way to begin building, or to
refine, a knowledge base. If a problem solver is in routine use, then it may be more
appropriate to couple it to a learning program that will refine the knowledge base by
interacting with specialists using the system, or by watching -- and forming a model of
-- what they do.

BACKGROUND

lThe classes of problem solving systems, themselves, need to be better characterized so that framework
systems like EMYCIN can be reliably matched to proposed problem areas. Some work along those lines has
been undertaken, on which we will build [10, 5].
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Recent work indicates the feasibility of building domain-independent learning programs
that use knowledge supplied from the outside to guide the learning. Several overview
articles written by members of the KSL and others summarize and analyze the state of
machine learning and knowledge acquisition systems. Among the most influential of
these on our own work was the "Models of Learning Systems" paper in which learning
was viewed as a problem-solving activity with distinct components. It is shown in
Figure 12 below.

Instance Performance
Selector Program
\ /

/
Blackboard

/ \
Editor Critic

Figure 12: The components of a Learning System.

The problem-solving vocabulary, assumptions, and procedures are defined for all of the
components of the system within a world model. One component, the instance selector,
chooses training instances to present to the performance program. Performance is
critiqued by the critic, whose advice is implemented by the learning element. These
steps are not always separate or all automatic.

In the last several years, we have undertaken several experiments in machine learning.
Most of these are implemented programs either completed or near completion. Most of
these have been done on SUMEX using a biomedically relevant task area as a test
domain. They are briefly described in this section with some of the conclusions that
are emerging from preliminary analyses.

o INDUCTION -- LEARNING FROM EXAMPLES

o Meta-DENDRAL -- a model-driven induction program that learned
new inference rules for the DENDRAL program. It demonstrated the
power of heuristic search as an induction method, the power of a
"half-order theory” for constraining the search, and the power of a
two-tiered search strategy with approximate search followed by detailed
search. Its primary mode of learning was generalization from
examples, with specialization added in a separate, final step.

o Version Spaces -- a bidirectional search program that also learned new
inference rules for DENDRAL. It demonstrated the power of using
generalization and specialization together to refine a subspace of
allowable rules (or concept definitions).

o PRE -- a program that uses a partially formed theory to interpret data
in the context of learning refinements and extensions of the partial
theory. This “"theory-driven data interpretation” program uses
constraint propagation methods to keep track of interrelationships in
the emerging theory.

o JAUNDICE -- an inductive learning program that learns new rules for
performance programs written in EMYCIN by generalizing and
specializing from cases in a data base. It demonstrates the power of
bidirectional search, the power of reducing the number of features and
filtering out noise.

o PIXIE -- a program that learns a model of a student's behavior in a
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tutoring context from a record of correctly and incorrectly solved
problems. It shows the power of starting with a model that "should”
produce correct 1/0 pairs and systematically perturbing the model until
the predicted /0 matches the observed data.

o KNOWLEDGE ENGINEERING -- LEARNING FROM EXPERTS

o DENDRAL -- the activity of knowledge engineering was first
described (but not named) in 1971 [7] in the context of DENDRAL.
It was recognized there as a bottleneck in building knowledge-based
programs using experts as sources of knowledge.

o MYCIN -- several of the now-classical difficulties of knowledge
engineering -- such as the problems of welding consensus from
incompatible knowledge sources and maintaining a consistent KB
-- were first described in the context of our work on MYCIN.

o TEIRESIAS -- a program that used meta-knowledge in interactively
debugging and maintaining a KB (specifically MYCIN's KB). This
work demonstrated the value of explanations for understanding the
contents of a KB and the value of meta-level knowledge for helping
edit a KB efficiently and consistently.

o EMYCIN -- a generalized framework for building MYCIN-like
consultation systems. It incorporated an abbreviated rule language
(ARL) that allows an expert on knowledge engineering to write new
rules in a stylized form that is easier than LISP (but more telegraphic
than English).

o ROGET -- an experimental expert system whose domain of expertise
is knowledge engineering. Although never used outside our laboratory,
it showed the extent to which our own knowledge about knowledge
engineering could be codified.

o MOLGEN -- within the UNITS package, MOLGEN included a KB
editor that experts, not knowledge engineers, use to maintain a large,
complex KB. It demonstrated that experts can and will learn a
powerful, but syntactically simple, KB editor when the benefits
outweigh the costs.

o BLUEBOX -- an EMYCIN system with considerable expertise gleaned
from the literature by students. It showed that an expert system can
be built without tying up an expert if the domain is well structured
and well agreed-upon.

o OPAL -- an interactive KB editor still under construction. It shows
the power of building knowledge structures on top of a well designed
language. In this case, the language is one of procedures, with
temporal predicates.

o LEARNING BY WATCHING

« ODYSSEUS -- a program nearing completion that learns by mapping what
it infers an expert knows (by watching what an expert does) onto a KB for
an expert system. It demonstrates the power of using a modelling system
(originally constructed for modelling a student in an intelligent tutoring
system, GUIDON) to determine the rules an expert probably uses, without
asking the expert directly.
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o« LEARNING BY ANALOGY

« NLAG -- a program that uses an analogy, stated as a simple hint, "b is like
a", in order to construct new rules in domain B from a KB already buiit for
domain A. It demonstrates the power of an abstraction hierarchy for relating
concepts in similar domains and for mapping from one set to another.

o LEARNING FROM THE LITERATURE

o REFEREE -- a prototype EMYCIN program that reasons about the
contents of journal articles in order to find new rules in those articles.
{(Note that answers to questions are supplied by a student who reads
the articles, not by a program, or an expert, who reads the articles.)
Preliminary results indicate that some journal articles are written
clearly enough that a program with only general knowledge of the
domain can guide a novice to the new knowledge contained in them.

o BLUEBOX -- (see above). One lesson is that the literature of a well
structured domain can be interpreted correctly by novices to build the
KB for an expert system.

o« LEARNING FROM EXPERIENCE

o DENDRAL -- a dictionary of previously solved subproblems increased
the efficiency of DENDRAL's heuristic search. It illustrated the power
of rote learning but also pointed out clearly the tradeoffs between
storing and recomputing answers.

o AM/EURISKO -- programs that use previously computed material to
aid in the discovery of new knowledge. These programs illustrate the
power of combining existing elements in a KB in various interesting
ways in order to construct new elements that are interesting and useful.

o SOAR -- a general problem-solving system under construction that
incorporates a methodology for "chunking”, i.e., rote learning with
generalization. Preliminary results point to chunking as an effective
method for learning from experience in a broad class of problem
solving systems.

o STATISTICAL METHODS

o RADIX -- a program that finds statistical correlations in a very large
data base, and then discovers whether or not the empirical association
is semantically interesting.

RESEARCH PLAN

A) Induction

We propose analyzing the strengths and limits of the generalization and specialization
methods in the JAUNDICE program [19], mentioned above, and to implement the
same methods in the HERACLES and BB1 architectures. As developed, those methods
can be used to learn rules of an EMYCIN syntax from case libraries. The primary
techniques are successive specialization guided by general knowledge of the domain, and
successive generalization guided by positive and negative examples in the case library.
The specialization and generalization operators, as written, are closely tied to the rule-
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based formalism, but will be recast to work with the slot-attribute representation used
in BB1 and HERACLES.

As described in [19], inductive learning can be considered as either or both of top-
down specialization of a general concept or bottom-up generalization of the
descriptions of specific instances. The rules used in the JAUNDICE system, which we
propose to implement in other systems are summarized in the table below.

Rules of generalization: Dropping conditions

Climbing up the value hierarchy tree
Creating new symbols

Taking minimum or taking maximum
Allowing disjunction

Rules of spectalization: Adding conditions

Climbing down the value hierarchy tree
. Closing interval

Figure 13: Summary of Rules of Generalization and Specialization by
Fu [19]

LGN NHWN =
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The search proceeds stepwise using the heuristic rules summarized above as plausible
"move generators” in the space of rules, and checking alternative formulations against
the data in the case library, as in Meta-DENDRAL [43].

The methods developed by Fu & Buchanan in the context of EMYCIN systems, will be
generalized so that the dependence on a rule-based representation of knowledge will be
removed. This requires clean separation of the credit assignment methods and the
editing methods, as discussed in [8]. The credit assignment programs need to determine
generally what is wrong and what to fix (when predictions are false), and then
communicate this information to the editor in a high-level, representation-independent,
language which the editor translates into specific changes for the knowledge structures
being used. In a rule-based representation, for example, inferential links are
represented exclusively as premise-action pairs of conditional rules. In a frame-based
system the inheritance links carry some of the same kind of inferential information.
Thus the editor needs to know the semantics, as well as the syntax, of slots and
attributes in order to change the appropriate constructs.

B) Learning Control Heuristics by Experience

Articulating and coding domain knowledge is time-consuming for both the domain
expert and the knowledge engineer. Acquiring control knowledge poses additional
problems [22], [25]. Control knowledge appears to be more difficult for experts to
retrieve than domain knowledge and they have difficulty distinguishing domain and
control knowledge. Experts produce general heuristics during questioning, but use more
specific heuristics during problem-solving. Stimulating experts' retrieval of a
comprehensive set of heuristics may require analysis of many example problems that
produce no new domain knowledge. At the same time, powerful control knowledge is
essential for the solution of many problems.

We propose to study automatic learning of control knowledge in the context of BBl. As
discussed above, all cognitive activities in BBl systems are performed by knowledge
sources that are triggered by changes to objects on the blackboard and, when executed,
produce new changes to objects on the blackboard. These include domain knowledge
sources that construct solutions to the domain problem on the domain blackboard and
control knowledge sources that construct control plans for the problem-solving process
on the control blackboard [28]. Similarly, knowledge sources for learning will
introduce new control heuristics into the current control plan and they will construct
new control knowledge sources to generate the new heuristics in the future.
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We envision a range of potential learning knowledge sources, including some that learn
new control heuristics, some that learn more general or more specific forms of known
heuristics, and some that expand or restrict the applicability of known heuristics.
Within each category, some learning knowledge sources simply replace the knowledge
engineer and interact directly with domain experts. For example, the knowledge source
Understand-Preference, a prototype version of which we have already implemented
[29], is triggered when a domain expert overrides BB1's scheduling recommendation.
Its action interacts with the expert to determine the reason for the override and encodes
a corresponding new heuristic. Other learning knowledge sources could operate
autonomously. For example, the knowledge source Attribute-Results might be triggered
by dramatic improvement (or deterioration) in the current solution to the domain
problem. Its action would attribute the change in solution rating to preceding actions
and encode a heuristic favoring such actions. Evaluate-Heuristic, another autonomous
knowledge source, might be triggered when a new control knowledge source is executed.
Its action would evaluate subsequent changes in solution rating and adjust the posted
heuristic's assumed importance (Weight) accordingly.

The proposed work will develop specialized mechanisms for these different kinds of
learning. For example, Understand-Preference compares attributes of the action
recommended by the scheduler to corresponding attributes of the action preferred by
the expert and, with the expert's assistance, diagnoses the key differences. By contrast,
the knowledge source Evaluate-Heuristic requires a mechanism for measuring and
evaluating changes in the quality of a solution and for distributing "credit” for those
changes among simultaneously active control heuristics.

BBl provides a rich and well-structured foundation for learning in its explicit,
structured representations of all blackboard objects, knowledge sources, and potential
actions. The structure and semantics of BBl's control blackboard entail a prototypical
form for all control heuristics used by the scheduler:

Goal: Function <KSAR:Attributes> <Other-Arguments>) = {0-100}
Weight: 1-10}
Criterion: (Predicate) = T/F.

A heuristic's Goal is a function that, when evaluated for a potential action, produces a
rating 0-100. Its Weight is a number 0-10 that signifies the importance of an action’s
rating on the Goal function. Its Criterion is a predicate specifying an expiration
condition that, when met, signifies that the Goal is no longer desirable. All learning
knowledge sources will attempt to construct (or modify) control heuristics in this
prototypical form. They also will attempt to construct control knowledge sources whose
triggering conditions describe appropriate situations in which to adopt new heuristics
and whose actions post the new heuristics on the control blackboard.

The proposed work will supplement the BBl foundation with additional knowledge of
canonical forms for semantic classes of control heuristics. For example, control
heuristics that rate actions on attributes with numerical values might incorporate Goals
in the canonical form:

(Translate-Value-To-Scale KSAR:Attribute Maximum-Value),

in which observed values on the target attribute are translated into corresponding values
on the required 0-100 scale. Alternatively, they might incorporate Goals in the
canonical form:

(Compare-To-Threshold KSAR:Attribute Threshold),

in which observed values on the target attribute are rated 100 if they are above some
threshold, and O otherwise. Obviously, there are many alternative canonical forms that
are potentially appropriate for attributes with different data types (e.., numerical,
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literal, list). Learning knowledge sources must determine which form is appropriate for
each new heuristic,

Although we will develop and evaluate learning knowledge sources in the context of the
PROTEAN system for protein structure analysis, the knowledge sources themselves will
embody generic learning mechanisms applicable to a wide range of problem domains.
We will incorporate these learning knowledge sources in the BB1 environment.

C) Knowledge Engineering

We propose to build interactive aids for knowledge engineers in the context of the BB1
and HERACLES frameworks. Many of the aids in EMYCIN, although developed nearly
a decade ago, have never been duplicated, or have only been partially duplicated, in
other contexts.

These ideas include:

1. meta-level constructs to guide the acquisition and checking of new
knowledge;

2. interactive debugging aids for tracking down the source of an error in the
context of an incorrect conclusion;

3. explanation facilities.

HERACLES is a tool for building expert systems that we have generalized from our
experience with NEOMYCIN, a program designed to clarify the knowledge structures
and reasoning processes of MYCIN. HERACLES solves problems by classifying them
in terms of a set of pre-enumerated solutions, a method we call heuristic classification.
For example, a generic form of heuristic classification, commonly used for solving
diagnostic problems, is causal process classification. We have been studying how
causal processes are classified in medical diagnosis, and have recently applied our model
to the problem of diagnosing surface flaws in cast iron.

In causal process classification, data are generally observed malfunctions of some device
or process, and solutions, pre-enumerated in the program, are abnormal processes
causing the observed symptoms. We say that the inferred model of the device, the
diagnosis, explains the symptoms. Only the simplest devices and processes, can be
adequately described in terms of function/structure models, enabling a principled
comparison of faulty behavior to intended design. Instead, it is necessary to construct a
causal network that relates normal and abnormal states to observed behavior and
ultimate fault etiologies.

While causal networks of this sort have been incorporated in medical diagnostic
programs, for example, for more than a decade, the principles by which they should be
constructed is still an area of research. In our own work, we have been investigating
heuristics for constructing such networks in knowledge acquisition dialogues. We have
discovered that an expert's terminology and explanations of causal processes must be
carefully analyzed for the resulting network to be coherent and applicable to many
problems. For example, an expert may say, "a brain-tumor causes a brain-mass-lesion.”
But a network simply linking these two terms will be meaningless: a brain-tumor is a
kind of brain-mass which causes a brain-lesion (cut). The two terms cannot be linked
simply by either cause or subtype because the term "brain-mass-lesion” bundles together
a location, a cause, and an effect.

In our ongoing research, we propose to continue this kind of analysis to develop a
program that can help a knowledge engineer construct a principled causal network. We
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believe that a promising approach is to enrich the representational structure of our
network language, so that the program knows not only that "X causes Y", but also has
enough detailed knowledge so that it can explain why the connection is plausible. Such
a program could aid the knowledge acquisition process by automatically critiquing the
evolving network. Moreover, the program would ask questions to help it fill in the
gaps and lack of coherency it detects.

Using the above example, after being told an implication (ordinary heuristic rule)
relating brain-mass-lesion and brain-tumor, the program would attempt to classify these
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interaction (mass causes a lesion). The key to such a capability is a representation
language that defines concepts in terms of a relatively small number of relations (such
as the conceptual dependency notation of Schank), plus generic knowledge of physical
processes (e.g., the idea of a mass growing in size severing an enclosing substance). A
great deal of research in qualitative reasoning of physical processes [3], particularly the
research of Wendy Lehnert, lays the foundation for this kind of investigation.

The learning program we will construct could be termed "the advice requester.” We
believe that the ability to ask good questions is the mark of a good student or
researcher, and it can greatly focus the learning process. Asking good questions requires
relevant background knowledge, so the learner can learn something new by relating it to
some facts or some general framework he already understands. This process can be
complex, because there are levels and perspectives for understanding. What may at first
appear consistent, could become puzzling later as new gaps appear in an evolving
network. Concepts in fact change their meaning as exceptions and complex special
cases come to light.

Learning by asking is a form of knowledge-intensive learning, to be contrasted with
research in automatic learning (becoming more efficient). For knowledge engineering,
such an approach is a dramatic switch from giving the program surface causal rules that
it in no sense understands, to giving a program knowledge of underlying causal models
that enable the program to justify its causal network. Most importantly, these models
provide a set of expectations of states and faults that might be included in a causal
network.

To take an example from another domain in which we are working, iron casting, one
fault is a shrinkage cavity. Generic knowledge would indicate that a cavity is an
absence of material, and that for casting the source of material is what is poured and a
reservoir (part of the mold) to allow for shrinking. A built-in generic model would
indicate three reasons why a source of material does not arrive at the sink: insufficient
supply (reservoir is too small), supply lost by leaking, and blocked flow from source to
sink. These three generic causes set up expectations for specific causal processes that
will appear in the state network. A given knowledge base might refer to a model only
once, but a library of such models would form the basis of a powerful knowledge
acquisition program that could learn about new domains fairly quickly. We believe that
this generic library of processes is part of what we call common sense knowledge.

An advice requester that would be as proficient as our best knowledge engineers is
obviously not going to be constructed in a year or two. Our approach will be first to
study the causal networks we have constructed in medicine and casting, and re-represent
the knowledge in structures that include the generic, underlying abnormal processes.
Next, using a method we have found to be advantageous in the past for refining a
knowledge representation, we will construct a simple teaching program that can explain
such a causal network and help the student critique an incomplete network. Ultimately,
we believe that teaching students to think like knowledge engineers, that is to learn the
process of asking good questions, may be even more valuable than directly trying to
convey our products, the constructed knowledge bases.
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4. Qualitative Simulation
GOALS

In the context of the Molgen-II project, we are exploring the process of scientific
theory formation and modification by computer. Qualitative simulation of biological
processes is an important part of this goal because it is necessary to ask about the
results of hypothetical experiments in the course of theory formation and running a
detailed simulation is often too expensive.

MOTIVATION

We are carrying out this research by studying a specific biological system: the regulatory
genetics of the E. Coli tryptophan operon (the trp system). In the mid 1960's Dr.
Charles Yanofsky (who is a collaborator with us on this project) began to probe the
existing theory of gene regulation in this operon. Yanofsky's initial experiments
revealed a number of anomalies. Since that time, Yanofsky's research (which continues
today) resulted in the discovery of a totally new mechanism of prokaryotic gene
;egulation, and continues to refine our knowledge of exactly how this mechanism
unctions,

Our goal is to build a machine learning system which will accept an initial theory of
gene regulation equivalent to that which Yanofsky began to probe in the 60's. We will
then present our system with a series of experimental results based on Yanofsky's early
observations. The learning system will then propose, implement, and attempt to
confirm possible modifications to its theory of gene regulation.

We view theories - such as that of the trp operon's function - as problem solvers. The
inputs to these problem solvers are descriptions of hypothetical experiments. The
problem solver's outputs are descriptions of the predicted results of these experiments.
Thus our learning program will be attempting to improve the predictive performance of
a problem solver in bacterial regulatory genetics.

This research in machine learning presumes the existence of a simulator of the trp
system. Building such a problem solver in itself raises interesting Al research issues in
qualitative simulation. And building such a system in a form which can be reasoned
about by another program (the learning element) complicates the problem even further.

Below we discuss our past work on the construction of two versions of such a problem
solver ("the simulator”). We then outline a number of interesting research issues which
this work has raised, and the approaches we plan to pursue in the construction of the
simulator.

BACKGROUND

Version I

An exploratory version of the system was built in the Spring of 1984. The system was
constructed using the UNITS system - one of the first general-purpose expert system
building tools.

This first system was more of a success as a static knowledge base than -as a dynamic
simulator. Building this system forced us to come up with a concrete conceptualization
of the problem domain: we determined the full range of objects the system would have
to simulate, and considered what types of properties and internal states these objects
have, and how they should be represented within the UNITS system. This knowledge
base was examined several times by our biologist collaborators (Yanofsky and Dr.
Robert Landick - a post-doctoral fellow in Yanofsky's lab) to help us detect errors and
omissions.
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The first systern never contained much simulation capability. We did provide a
mechanism whereby the state of the transcription mechanism could be determined after
the user specified experimental conditions such as approximate tryptophan
concentration and whether or not various objects such as the trp-R repressor and the
trp promotor contained deleterious mutations or not. The simulation capability was
essentially provided by backward chaining on the slot values of relevant units, with the
actual inferences carried out by Lisp code attached to some slots.

We learned a number of things from this prototype system. The knowledge base

w
created hecame a concrete record of the objects relevant to problem solving in thi
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domain, and of design decisions regarding their representations. We also discovered a
number of things about the UNITS system:

(5
S

1. Tts knowledge base editor ran fairly slowly
2. We encountered and fixed several significant bugs
3. Its rule language is fairly awkward

4. Its inheritance hierarchy lacked some important features, such as the ability
of a given object to inherit slots from more than one parent class.

-(Note that points 1 and 2 result from UNITS having been developed and maintained
within a university research environment.)

We also confirmed an observation made long ago by other AI researchers. Previous
work has shown that the simpler a language is, the more amenable it is to being both
executed by one entity and interpreted by another entity (such as an explanation
facility). This is one reason expert systems are now often encoded in production rules
rather than Lisp. It became quite obvious that if our learning element is forced to
reason about a simulator containing Lisp procedures, it would be significantly more
complex than if the simulator were written in another language. Simple as the syntax
of Lisp is, even a reasonable subset of full Interlisp would contain quite a large number
of fairly complex constructs, and would complicate the learning element tremendously.

We also made an interesting observation about how building an expert system can help
experts think about their own domain. We will consider two examples of this
particular idea. Both involve subclass units which were defined in the knowledge base
by Karp and then discussed with Yanofsky and Landick. One subclass was called
"DNA Segments” and was intended to include contiguous segments of DNA with
discrete functions, such as: promoters, terminators, genes, and operators. Among the
properties associated with this class were: sequence, position within some larger
functional piece of DNA, and "generalized sequence” - an attempt to capture those
sequence elements common to a given subclass of DNA Segments such as promoters.
The other defined class of interest was termed "Molecular Switches”. This was an
attempt to represent the general notion of a molecule with two functional states, where
transitions between states are caused by the binding and dissociation of the molecule
from some other molecule. Examples of Molecular Switches are operators, promoters,
and repressors.

In both cases Yanofsky and Landick expressed interest in these concepts, and noted that
biologists had coined no terms for them. This suggests that these concepts are in some
sense new to biologists. We hypothesize that the process of constructing an expert
system will naturally lead to the identification of such general concepts - or,
equivalently - to the creation of analogies between known concepts.

The reason for this is that in attempting to represent the behaviors of N different
entities, it is often much more efficient (with respect to development time and code
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volume) to develop one general-purpose procedure which yields the N different
behaviors given different parameter bindings, than it is to develop a different procedure
for all N cases. It is the knowledge engineer's job to search for such general
procedures.

Version I1

Recently we have begun building the next version of the simulation system. We are
implementing this using the KEE knowledge engineering tool developed by IntelliCorp.
This will free us from all the limitations of the UNITS system mentioned above. We
have accomplished the initial obvious goal of porting the knowledge base defined using
UNITS to KEE.

Related Work

Recently a significant amount of work has been done in AI in Qualitative Simulation
(de Kleer and Brown, Forbus, Patil, Kuipers). While this work is somewhat relevant to
the research we propose, there are several reasons why it is not sufficient.

First, most of this work attempts to simulate systems described by Physics using
differential equations. Much of this work is an attempt to generalize numerical
differential equations into qualitative differential equations. However, Biology is a
much younger science than Physics, and as such does not describe its mechanisms to
nearly such a quantitative degree. Differential equations are rarely if ever used by
Molecular Biologists, and hence qualitative differential equations do not

RESEARCH PLAN

The next step is to define the behavior for these objects so that actual simulations can
be executed. This raises the question: in what language should this behavior be
defined?

We rule out Lisp for reasons discussed earlier. We also believe production rules are
not a good language for defining this behavior, for reasons that will be outlined below.
We now discuss the features we believe the simulator should provide, describe research
questions these features raise, and consider what constraints such a simulator imposes
on an underlying implementation language.

Reasoning At Varying Levels Of Detail

We believe it is important that the simulator be able to reason at varying levels of
detail depending upon the demands of a particular problem. That is, it should be
possible for the simulator to solve many problems without simulating every single
process it knows about in the most detailed manner possible. Rather, given a problem
statement the simulator should perform meta-level reasoning to determine which
processes to simulate, and at which of several possible abstraction levels to simulate
each process. For example, in an experiment involving an otherwise normal E. Coli
cell with a deleterious mutation in its trp-R protein, it should not be necessary to
simulate the RNA-synthesis actions of RNA-polymerase at the nucleotide level. A
more abstract representation of this process can be used (e.g., at the DNA Segment
level).

It should be obvious that humans solve problems in this way as illustrated by the
preceding example (that is, biologists can predict the outcome of this experiment
correctly without employing such a detailed simulation). As human performance in this
domain is reasonably high, there is reason to believe that this approach is not a bad
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idea. But what reason do we have to believe it is a good idea? Why not build a
simple simulator that executes at one constant level of detail and be done with it?

This simulator is really only a sub-system of the whole discovery system, and as such
could be cailed on many times during a given "discovery deliberation”. It is thus quite
possible that the speed of the simulator will affect the tractability of the discovery
problem.

In addition, learning itself is usually subject to large combinatorial explosions.
Consider learning to be a search through a space of concept descriptions, where
generalization and specialization are among the state transformation operators. The
more concept description primitives there are to combine, the less feasible this
computation becomes. If the simulator represents object structure and function at one
very detailed level, there will be a huge number of primitives to recombine. But if
objects are represented at different levels of abstraction, learning too may proceed using
"primitives” at higher levels, where presumably there are few primitives at the less
detailed levels.

In Biology and the other Natural Sciences, many discoveries consist of the addition of
detail to some model. Objects (e.g., ribosomes, atomic nuclei) which were once
considered to be primitive black boxes have their insides probed to reveal a complex
inner structure, or the range of their observed behaviors may increase. If our simulator
is designed to represent and execute theories at different levels of detail, adding detail
{o an actual theory could be as natural as adding a new cell to the front of a linked
ist.

Another issue is user interaction. Users will want to include high level vocabulary
terms in their specifications of experiments. And similarly, they will want to see these
terms used in predictions. (Note this constraint does not force the system to be able to
reason at varying levels of detail).

The issue of reasoning at different levels of detail is very relevant to current research
in expert systems regarding "Deep vs Shallow reasoning”. Some researchers argue that
the “shallow reasoning” or reasoning from “empirical associations” used by traditional
expert systems implemented in production rules (e.g.,, MYCIN) is qualitatively different
from "deep reasoning” or reasoning from "first principles” which human experts are
able to use when their “"shallow reasoning” fails, or when "deep"” explanations are
required. I claim that while it is certainly important to be able to reason in a more
detailed manner when a standard approach to solving a problem fails, and that it is
crucial to be able to provide deeper justification for a line of reasoning than simply
citing rules X and Y, that there is no absolute distinction between “"deep” and "shallow"
reasoning. What is possible is to distinguish one line of reasoning from a deeper line
which justifies it. The construction of this simulator should help to prove this point.

Production rules have not been designed for the task of reasoning at varying levels of
detail. It is important to design a language which explicitly provides this ability.

Knowledge Representation

The initial work done on the simulator has alerted us to unresolved issues in knowledge
representation related to inheritance hierarchies. The inheritance hierarchies of both
UNITS and KEE provide the ability to define properties of a given class unit which
are inherited by subclasses or members of that class. But in fact this notion of class
partitioning blurs together - and is used by knowledge engineers to represent - at least
four different concepts. These are the concepts of class, abstraction, prototype, and
object decomposition. Inheritance hierarchies also force one to make some choice about
what is a primitive object in a given domain. Yet the notion of an individual is a
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difficult concept to define - philosophers have devoted entire books to it. Al could
benefit from a systematic study of all five of these concepts, and this simulator
provides a challenging context in which to study them.

Another idea to explore is object behavior structuring. A given object may potentially
exhibit several different behaviors. For example, messenger-RNA binds to different
molecules, is translated into protein, and is slowly degraded within the cell. Consider
two different approaches to representing this behavior. In an object oriented approach,
all behavior specifications for a given object are viewed as part of that object. Thus, at
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will demonstrate. Consider a process-oriented structuring of behavior. Using this
approach, a given behavior is structured within some larger process of which it is a
part. Thus, the binding of mRNA to a ribosome would be viewed as one element of
the complex process of translation, which would be considered quite distinct from the
process of mRNA degradation. This makes it difficult to reason about sets of
asynchronous processes operating in parallel, but provides an easier way of reasoning
about a long series of events which are causally connected.

It is not clear what the precise trade-offs between these two approaches are. It may
sometimes be necessary to employ both, which would probably require translation
between the two. This distinction has been explored by the Computer Systems
community, but these ideas should be transferred to the AI community and would
probably gain some clarity in the process. seem to be useful simulation tools.

Second, the other work in qualitative simulation simply has not addressed many of the
issues we propose above, such as reasoning at varying levels of detail and making more
sense out of inheritance hierarchies.

Summary

We propose the following:

« To design a process specification language which will form the heart of the
simulator for the trp system. This language will be fairly similar to
production rules, but will overcome the shortcomings of production rules as
discussed above.

o To implement an interpreter for this language which will allow both forward
simulation to predict the results of a specified experiment, and backward
simulation, to suggest experiments which would explain an observed result.

« To implement an actual simulator for the trp system.

« To explore possible means by which the simulator should decide at what
level of detail a simulation should be run to solve a given problem.

« To explore issues in knowledge representation concerning the concepts of an
abstraction, a prototype, a class, a composite object, and an individual.
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S. Additional Basic Research of the Knowledge Systems Laboratory

In addition to the core research described above, there is considerably more research in
the KSL that draws on the SUMEX resource and that inter-relates to the whole SUMEX
community. This is briefly summarized below in three main projects of the HPP,
LOGIC, and HELIX groups of the KSL. (See Appendix A on page 285 for a
description of the organization of the KSL.)

Research on Multiprocessor Architectures for Symbolic Computation

As the aspirations for applied AI work rise, expert systems are becoming more complex,
and the symbolic computations involved more compute-intensive. Medical and
biological applications share the widely feit need for more processing per dollar in the
future.

VLSI technology, of course, offers the prospect of inexpensive high speed computing,
but only if methods can be found to organize large collections of processors and
memories in systems for concurrent (parallel) processing. The Heuristic Programming
Project began work on this problem in the mid-1970's, with SUMEX computer support,
in a project called HYDROID, whose major result was a system for a network of
processors known as Contract Net [67]. HYDROID was reborn in 1983 as Advanced
Al Architectures (AAIA), and has received funding support from DARPA and
computing support partially from SUMEX.

In the AAIA project, the proposed architectures are studied in simulation (on Symbolics
workstations). The underlying architecture is a distributed processor and distributed
memory network, simulated with our CARE simulator. On top of CARE various
experiments in the development of Concurrent LISP are being done. Above the LISP
level are levels of knowledge access and problem-solving framework. At the knowledge
level, methods are being studied for rapid retrieval of objects and rules in a
multiprocessor net. At the problem solving level, we are studying the "parallelization” of
the Blackboard framework. The Blackboard framework was chosen because we felt that,
overall, it was the most powerful of the modern Al problem solving organizations and
offered significant opportunities for the exploitation of parallel processing.

The top level is the level at which applications are programmed, and the opportunities
for parallelism at this level are mostly domain- dependent. However we are studying in
detail applications of the particular class known as signal-understanding (or signal-to-
symbol transformations), hoping to discover a few generalizations applicable to the
class.

If the levels are "factored"” carefully and correctly, the speed-ups from parallel
processing,each level to the next, will multiply (!), yielding overall a major system-wide
speed-up from modest gains at each level (which is all that one can hope for at
present). The goal of the AAIA project is to refine the level-factoring and the speed-
ups at each level over the next 2-4 years to produce an overall gain from
multiprocessor "parallelism” of at least one hundred times that of conventional serial
machines (as measured by the simulator).

A Retrospective of the AGE Experiments

The scientific work of the KSL is largely experimental in nature. Ideas are embodied
in software systems and are tested in significant applications. The AGE project was one
of those lengthy experiments. From the beginning it was supported by SUMEX as core
research. It had multiple goals: a) to provide a readily useable software package for
developing expert systems employing the Blackboard framework b) to study the
Blackboard framework itself with a view toward simplifying and generalizing its various
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mechanisms and c) to study the problem of how to build a "knowledge engineering
workstation” environment (i.e. put KE expertise into the box).

AGE-1 exists, has been widely used, and is widely distributed. Many technical reports
and papers exist. At the KSL, the scientific tradition is to bring together, summarize,
and interpret the results of our multi-year thematic studies in a single scientific
monograph that represents the best scientific sense we can make of the many
experiments in the line of study. We did it with DENDRAL (Lindsay, Buchanan, et.al.),
later with MYCIN (Buchanan and Shortliffe). We will soon begin the effort to do the

" "
necessary and appropriate AGE retrospective study. It will be done as a "background

effort to other activities and will take about three years (elapsed time).

Research on Logic-Based Systems and Systems with Self-Awareness

One of the key limitations on the technology of logic programming is that the usual
logical rules of inference are too weak. While traditional logical implication is an
essential part of expert reasoning, by itself it is inadequate to explain the cognitive
performance of human experts or to serve as the sole basis for a practical logic
programming technology. Over the next five years we propose to study and implement
four specific advanced reasoning techniques, viz. uncertain reasoning for resolution,
theory formation based on measures of probability and simplicity, efficiency-enhancing
theory reformulation, and counterfactual implication.

The key idea underlying logic programming is that of programming by description. In
traditional software engineering, one builds a program by specifying the operations to
be performed in solving a problem, i.e., by saying HOW the problem is to be solved.
The assumptions on which the program is based are usually left implicit. In logic
programming, one constructs a program by describing its application area, i.e., by saying
WHAT is true. One makes one's assumptions explicit and leaves implicit the choice of
operations.

Uncertain Reasoning

The actual techniques used to implement uncertain reasoning facilities have increased in
sophistication since the introduction of “certainty factors” in MYCIN; the approach
which has received the most attention recently is the use of Dempster-Shafer theory
[64]. Here, ranges of probabilities are considered instead of specific values; this has
the advantage that it is possible to describe situations where one is uncertain as to the
accuracy of one's information by representing it using a wide interval of possible
probabilities.

Existing work at Stanford has laid a theoretical foundation for the incorporation of
Dempster-Shafer theory in a forward- or backward-chaining inference system. The
inclusion of probabilistic information in a resolution-based system is not yet well
understood, however, and coming to grips with this problem is one of the specific goals
of this project.

Theory Formation

Many problems in Al involve learning by hypothesizing, including diagnosis, planning,
natural language understanding, generation of tests or experiments, and the modelling of
a user, agent or environment. Programs use bias to select among possible inductive
hypotheses or theories.

Previous AI research has formulated bias in a procedural and often ad hoc manner.
We seek to represent the bias emp_loyed' in traditional AI approaches to theory
formation in a declarative manner, axiomatically and semantically, so as to incorporate
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it into the logic programming methodology. One promising approach we plan to
investigate is to represent inductive theories as the resuit of non-monotonic reasoning,
in particular circumscription [46]. We aim to apply the tools of non-monotonic
reasoning to the question of when and how to weaken an overly-strong bias, once a
contradiction has arisen.

We plan to investigate diagnosis, in particular diagnosis of faults in digital circuits, as
an application of these theoretical ideas about theory formation. We seek to enable the
use of declarative, prior knowledge beyond the design specification, e.g. the likelihood
of various faults, the observables and costs of tests; as well as to provide a more
principled and flexible basis for preferences among fault hypotheses, e.g. via non-
monotonic reasoning and reasoning about bias, than in previous Al approaches [14, 21]

Theory Reformulation

Understanding the role of representation in problem solving has long been recognized
as a central problem in AI research. The question of how to reformulate a problem
description to make its solution transparent is at the heart of this problem. The
canonical examples cited are from the world of puzzles -- the mutilated array problem
and the missionaries and cannibals problem. The latter was extensively analyzed by
Amarel, to identify shifts in problem representation that make the solution process
more efficient.

We have decided to concentrate on the largely unaddressed area. of problem
reformulations under a given problem solving method. Within it, we seek to study the
class of efficiency reformulations that can be applied to a problem specification. We
will carry out this investigation in the domain of digital circuits. Given a first order
logic description of a circuit at a given level of detail (which should be sufficient to
solve the problem at hand), we will find a suitable reformulation of structure and
behavior rules of a circuit to make a certain class of problem solving (e.g diagnosis,
simulation) easier (have better space/time efficiency). This domain is chosen mainly
because a preliminary analysis shows that it is amenable to the sorts of reformulations
we wish to consider. ’

Counterfactual Implication

A type of inference that we have just recently begun to consider is that appearing in
"commonsense” implication. Consider the statement,- "If it hadn't been raining
yesterday, we would have had a picnic.” Assuming that it was in fact raining, any
complete inference scheme (such as the resolution-based theorem prover in MRS) will
conclude that this statement is valid. We plan to continue the formal investigation of
counterfactuals already begun and will implement the results of the investigation in
MRS. In light of the fact that MRS has already been used to develop diagnostic aids in
the domain of digital hardware, this seems an ideal opportunity to test both the
applicability and effectiveness of this use of counterfactuals. We also hope that the
inclusion of a counterfactual inference mechanism in a general-purpose expert system
building tool will help illuminate the precise extent of the usefulness of counterfactuals
to Al generally.

SOAR: An Architecture for General Intelligence and Learning

SOAR is to be an architecture for a system capable of general intelligent behavior
-- of assimilating and working on novel tasks, using diverse knowledge, learning by
experience, and reflecting on its own behavior. Work to date with SOAR already
provides evidence for significant advances towards attaining such an architecture. We
plan to continue the development and investigation of SOAR -- to test and augment
the principles on which it is built, to expand its functionality, and to have it perform a
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wide range of demanding tasks. Our ultimate objective is to fashion an architecture

that is capable of supporting the full range of flexible activities required of intelligent
behavior.

SOAR embodies a collection of mechanisms and organizational principles that express a
set of distinctive hypotheses about the nature of the architecture for intelligence.

1. Uniform task representation by problem spaces. Every task of attaining a
goal is formulated as finding a desired state in a problem space (a space
with a set of operators that apply to a current state to yield a new state)
[52]. Hence, all tasks take the form of heuristic search.

2. Any aspect of a task as an object of goal-oriented attention. This includes
the system reflecting on its own problem-solving behavior, An exact
formulation of this property requires some care, because the architecture
itself is a fixed structure. The essential feature is that no domain-dependent
procedures lie outside the goal system -- for implementing operators,
selecting operators, analyzing situations, or anything else.

3. Uniform representation of procedural knowledge by a production system.
SOAR is realized in a specialized production system. All satisfied
productions are fired in parallel, without conflict resolution. Productions
can only add data elements to working memory; the architecture is
responsible for all modification and removal.

4. Knowledge to control search is ultimately expressed in a system of
preferences. Search-control knowledge is brought to bear by the additive
accumulation (via production firings) of data elements. The end-result is a
set of elements called preferences (about the various alternatives for
behaving in a problem space).

5. All goals arise to cope with difficulties in problem solving. Ultimately
difficulties arise from a tack of knowledge about what to do next. In the
immediate context of behaving, difficulties arise when problem solving
cannot continue. These difficulties are detectable by the architecture,
because the fixed preference decision procedure concludes successfully only
when the knowledge is adequate. It fails otherwise and the architecture itself
creates goals for overcoming the difficulties. This principle of operation,
called universal subgoaling, is the most novel feature of the SOAR
architecture, and many other features build upon it, e.g., automatic detection
of goal attainment and learning by chunking.

6. The basic problem-solving methods arise directly from knowledge of the
task. SOAR realizes the so-called weak methods, such as hill climbing,
means-ends analysis, alpha-beta search, etc, by adding search-control
productions that express, in isolation, knowledge about the task (i.e., about
the problem space and the desired states). The structure of SOAR is such
that there is no need for the organization of this knowledge in a separate
procedural representation. This is another novel feature of SOAR.

7. Continuous learning by experience through chunking. SOAR learns
continuously by, in effect, automatically caching all of its goal results as
productions. (This mechanism appears to be directly related to the
phenomenon called chunking in human cognition, whence its name.) It
learns both operators and search control, and it produces significant transfer
of learning to new situations both within the same task and between similar
tasks. This ability to combine learning and problem solving has produced
the most striking experimental results so far in SOAR.
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Our research will have a breadth-first flavor as we seek to add major intellectual
abilities to SOAR, to make SOAR robust, and to develop a theoretical foundation for
the SOAR design. Only the additions to SOAR are listed below for brevity.

Chunking as a general learning mechanism

We are currently investigating two areas where chunking may be found wanting:
recovering from overgeneral learning and learning from examples. The first area
involves being able to learn new chunks that override previously learned chunks that
were overgeneral (that is, chunks that applied inappropriately). Since SOAR only learns
from experience, we are investigating ways for SOAR to retry an errorful problem-
solving episode more carefully. During the retry, it may be able to override an
incorrect chunk and learn new chunks that will correct that chunk in the future.

The second area involves extending chunking. While chunking is based on learning
during problem solving, the inductions necessary to learn from a set of examples appear
at first glance to require a quite different learning mechanism. This research effort
attempts to unify learning from examples with learning while problem solving. This
extension is only one of several that could be probed to test whether chunking really is
a general mechanism. (Actually, the right way to pose this issue appears to be what
other aspects of problem solving must be coupled with chunking to accomplish each
type of learning -- where chunking operates as the final memory-modification
mechanism.)

Planning

Abstraction planning appears to be a natural uniform activity in problem solving [53]
and it appears to translate into a natural uniform activity in SOAR. We will
concentrate our initial efforts on this type of planning, because it seems more likely to
prove useful with all tasks. Initially, for tactical reasons, we will work with tasks that
are already operational in SOAR, such as the RI configuration task. Abstraction
planning, especially with the constraint of universal applicability, should provide a
major challenge to SOAR, since it poses quite novel design considerations, not present
initially or in the extension to chunking. If SOAR adapts gracefully to planning, we
will have another major item of evidence for SOAR. Contrariwise, if major difficulties
arise, we should be able to discover some important limitations to the principles on
which SOAR is built.

Problem-space creation

The creation of appropriate problem spaces is a critical aspect of SOAR's performance.
For SOAR, creating new and better problem spaces takes the place of creating new and
better representations. So far, SOAR does not do this. The problem spaces that are
used are all instances of a few general problem spaces (for resolving ties among a set
of objects or for evaluating an object or operator by looking ahead in the original
space) or of user-created spaces (as in the gross means-ends structure of RI-Soar,
Dypar-Soar, etc.). Indeed, it came as a surprise that we were able to avoid problem-
space creation as a major roadblock early in the development of Soarl and Soar2. But
any substantial degree of generality for SOAR requires a powerful capability for
creating problem spaces.
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2.2.1.3. Resource Hardware and Core System Development

Introduction and Background

We have already explained the systematic evolution of SUMEX-AIM from its original
conception as the central node for a national community of biomedical AI scientists to
a more and more distributed community and computing environment. We now want to
sketch our plans for the hardware and system development of the resource for the
proposed new grant period.

In summary, our development efforts will build on our past experience with Lisp
workstations, attempting to make a more effective and intelligent computing
environment for AI research and the dissemination of AI systems out to biomedical
user environments. Just as our core research and Al applications efforts are aiming for
systems that will have their impact 3-5 years from now, our computing systems work
aims at the hardware foundations and system facilities of the same period. Certainly
the current trend toward cheaper and more powerful workstations will continue. So as
these machines become more ubiquitous, we must develop the system software that will
give users the tools to take advantage of these machines in all their power and
flexibility. This includes the full range of tools such as text processing, electronic mail,
file manipulation, budget preparation and control, drawing and so on that keep
workstation users tethered to expensive and overloaded mainframe systems. But it also
includes extensions so that users can interact more effectively with their computing
environment through more intelligent customized interface agents and can take
advantage of the networked concurrent architecture these workstations represent. We
plan no changes to our mainframe hardware facilities, but will continue to operate
them for the on-going work of our community as possible with decreased DRR support.

As we will be discussing more fully, the growing collection of hosts and workstations
has forced Al, distributed system, and networking researchers to reexamine the question
of how to use many processors on a high bandwidth local area network (LAN) most
effectively. Viewed as one large interconnected system, the amount of Al research that
can be done is many times more that what was possible just five years ago, but we are
encountering limitations because the traditional organization of such distributed
processing power in fact wastes much of this power. At present the bottleneck in the
development of network-based systems has become the software, with much of the
potential of the powerful workstation hardware being unrealized. The first key is to
find the appropriate role for the workstations within the context of the whole network-
based system [58].

Workstations and Networking

From the outset, as our research computing began moving off of mainframe computers
and onto a variety of personal Lisp machines, it was clear that these systems were an
integral part of a larger network environment for the development, maintenance, and
distribution of software and for access to services that are only cost effective as
community resources. Systems software is continually being developed by both our own
staff and the Lisp machine vendors. A network system facilitates the sharing and
distribution of these software efforts and servers such as large disk files, file backup
systems, high quality printing, remote network gateways, and shared mainframe hosts are
best shared through network interconnections.

It is not possible or desirable to run all applications on the workstation [58]. For
example, large database applications require huge amounts of disk storage and some
graphics or signal processing applications are processor intensive and need special
hardware. Printer services require knowledge of a diverse set of fonts and special text
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processing languages like Impress or Postscript, and processing mail needs address
resolution and domain name servers. Still further restrictions are that particular
workstations are tuned to run a particular flavor of Lisp and its extensive system
support environment. Consequently, workstations have been tailored for a particular
processing need, and to then look for the auxiliary software and hardware requirements
elsewhere. Since our research staff and users do not all reside in the same building and
since Lisp machine hardware and network servers are organized around computer rooms
with cable length restrictions, we cannot currently give people the needed flexibility in
g_e%graphic access to use a Lisp machine from anywhere on campus or from home
either.

So, when a distributed system is viewed as a collection of heterogeneous hosts
comprising one interconnected system, the system as a whole has a maximum work load
potential which is a function of the resources of each of the hosts in the system, and
the ability of these hosts to communicate with one another via the LAN. Currently,
access to such systems and effective use of their resources fall far short of the potential
for at least the following reasons:

o Lisp Machine Cost: While costs continue to fall, the highest performance
Lisp machines are still rather expensive, ranging from around $30,000 to
$120,000 and this is out of the reach of many researchers. Entry into the
system is through a personal workstation and we are not able to afford
giving each researcher dedicated access to the best systems. In effect without
flexible access facilities, the limited number of personal computers provides
for rigid control on the number of users. Unlike time-sharing systems
where response degrades with each added user but where there is no rigid
limit to the number of users, in a distributed environment without access to
a personal Lisp machine, you cannot use anmy computing resources [58].
There is currently no adequate means of sharing these workstations and
consequently keeping the cost per user at a minimum, and the usage per
machine at a maximum.

o Operating System Differences: In order to use a remote host to run a
program a TELNET connection must be established with that host. The
user then logs in and runs the desired programs. This implies that a user
must understand the details of the executive commands and file systems of
several operating systems if he wishes to take advantage of all hosts on a
network to aid his research.

o Network Protocols: Communication between hosts on the network is by the
network protocols that each vendor supplies. In our unavoidably
heterogeneous computing environment, most mainframes do supply servers
for some protocols but not all mainframes supply servers for all protocols.
Also, some protocols may run very efficiently on a server and others may
not. This is certainly the case with respect to IP/TCP versus PUP/BSP
under UNIX. IP/TCP is part of the UNIX kernel and PUP/BSP runs in
user space making the latter much less efficient. This inefficiency is
particularly noticeable as the number of connections increases on our file
Servers.

o Resource Constraints: A user cannot easily get a picture of what the load
distribution is on the combined system resources. One server or mainframe
may be idle and others busy. In fact, users simply view this system as they
did a time-shared mainframe. In each circumstance the researcher has
important work to do, and correctly sees the underlying system as a resource
to get that work done in a timely way, and often under the pressure of a
deadline. Thus, they push a particular environment for all that it is worth
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and the limitations of these environments are exposed and often pushed to
unworkable extremes. Underlying a mainframe system is an operating
system and scheduler that can manage and allocate its resources as a
function of the number of wusers. In our current system access and
allocation is at best ad hoc, and for the most part managed by each user. If
our timesharing experience yields any axioms, then one of would be: In any
computing environment users will attempt to reach or exceed the maximum
work load potential of that system. Consequently, the resources of the
system must be well managed by an agent that can visualize and
appropriately and effectively allocate them.

o Remote Connection Costs: The primary means of accessing a remote host is
to establish a TELNET connection and then run jobs as if you had a direct
terminal line connection to that host. Maintaining a smooth typing response
over a network is very expensive and the actual processing return for the
work done on both the workstation and the remote host itself per keystroke
is quite small. The cost of processing one character per packet is not that
much more than the cost of 512 characters per packet. The overhead is with
respect to the frequency with which the packets themselves must be
processed in order to give the appearance of smooth typing. Efficient
management of resources should be done in such a way that typing, mouse
or voice interaction, view management and screen refresh are processed on
the local workstation, and that communication with the remote host is task-
oriented at a high conceptual level, and, consequently, minimal.

o Network Transparency: The network itself is not a transparent medium of
communication in the system. If a user wishes to run a job that cannot be
run on his workstation, he must log onto a particular mainframe that is also
connected to the network, and run his job. If he wishes to retrieve a file he
must know the file server on which that file resides. The user must always
be aware of the various components of the system itself. When one uses a
mainframe, he need not know how many disk drives, lineprinters, CPUs,
buses, or i/0 channels are involved in his getting a task accomplished. It
would be considered absurd for the user to have to know on which disk
drive his files are stored. The mainframe hardware is transparent to the
user. This should analogously apply to a networked system but in most
instances does not.

e Concurrent Process Execution: Some tasks may take several hours or longer
to complete even on the most powerful Lisp machine. There is currently no
generally accessible and satisfactory way of running such a task and sharing
its processing among several idle Lisp machines, even if the task is one that
can be separated into distinct and independent steps. As we undertake more
and more complex AI applications and as we divide tasks logically between
machines (such as is proposed for the Interviewer and Reasoner parts in the
dissemination of the ONCOCIN system), parallel processing and use of
workstations resources becomes an essential part of the future computing
environment. Projects such as the HPP Concurrent Symbolic Computing
Architectures project are working on parallel system designs with orders of
magnitude improvement in performance. The results of this work are a
long way off, however, and in order to reach those goals, researchers require
a method of more effectively utilizing concurrency in available distributed
machines..

So our plan is to work on reducing these limitations, concentrating on enhancing the

computing environment of Lisp workstations and more effectively exploiting their
combined resources.
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Central Resource Operation

Our central mainframe computers have been powerful and superb resources for the
SUMEX-AIM community over the past 12 years. However, the trend toward distributed
workstations is clear and it would be inconsistent for us to seek full DRR support for
these central machines for another 5 years. Still, we recognize that there is a
community of users, particularly young projects which need seed support prior to
obtaining major funding, who will depend on the central shared mainframe for several
years. Therefore, we plan a conservative and responsible phase-out of these machines.
We will discontinue DRR support for the DEC 2020 demonstration machine and the
shared VAX 11/780 time-sharing system starting in year 14. We will phase-out the
central 2060 more slowly, budgeting 80% support for its operations in year 14 and
decreasing this in 20% steps until there is no remaining DRR subsidy by year 18. This
should allow ample time for remote users to find and fund alternative computing
resources, most likely workstations local to their research environments.

Hardware Purchases

Our hardware purchase plans for the next grant term are modest and are aimed at
maintaining access to state-of-the-art workstations for our core work. For example,
Xerox has just announced a model of the 1100 series machine that is expected to sell
for $18,000-19,000, run InterLisp at comparable speeds to the 1108, and have a second
integrated machine able to run IBM PC software. Other machines are being designed
by Texas Instruments, Hewlett-Packard, Symbolics, Japanese manufacturers, and others
that will strongly influence the system goals we have for the next 5 years. Thus, we
budget $75,000 per year for new workstation hardware. In the first year we will buy 4
of the new Xerox systems for use in our development efforts and as part of the
ONCOCIN dissemination research, We will select future year purchases from the then
available systems.

The Lisp Workstation Distributed System/Kernel

Much work has already been done on distributed computing systems that we want to
take advantage of, including work in our own Stanford Distributive Systems
Group [39, 37, 9]. By supporting a distributed operating system the workstation may
perform any function best suited to the user, the hardware, and the applications at
hand [58, 38, 40, 60]. An implementation of this model consists of cooperating
kernels providing an interprocess communication system, and services implemented as
processes. Related work for distributed concurrent systems has also been done using the
Actor/Apiary model [32], and the Contract-Network model [67]. In the Actor/Apiary
model computation is performed by independent computing elements called actors
which communicate with each other by message passing. The Apiary is a networked
architecture for cooperating processors. The Contract-Network model provides
negotiations for not only what is to be done but also who is best suited to do it.

In our initial approach, a Lisp Workstation distributed System (LW System) will be
based on the ¥V System [37] but will differ in the following respects. The V system
incorporates both the V kernel interprocess communication as well as a V operating
system which provide a total distributed operating system for those hosts on which it
runs. But each Lisp machine for which we are targeting this design already has a
highly-developed operating system. Functions such as process control and memory and
device management already exist on these workstations, as do the tools necessary for
managing the mouse, windows, and menus. The V Kernel interprocess communication
primitives, using a fixed-length synchronous message protocol, do not. In this context,
processes can reside on any host on the LAN, and communication between any of these
processes is possible. The marriage of interprocess communication with existent
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operating systems in this fashion provides the basis for a distributed operating system.
The resulting kernel is what we will call the LW Kernel, and the resulting system the
LW system.

This wedding of the V Kernel message protocol and semantics with existing and
powerful Lisp machine operating systems should yield a LW system with the strengths
of both systems. The LW system will be able to take advantage of the extensive work
in remote process execution and virtual graphics already incorporated in hosts running
the V system. For example: The V system runs on non-Lisp diskless MC-68000 based
workstations that can now be purchased for $8000. We have already written
applications that run in InterLisp-10 on the DEC 2060 that allow us to remotely drive
the virtual graphics terminal service (VGTS) software in these diskless workstations.
On a moderately loaded DEC 2060 the remote creation of views, windows, the placing
of graphical objects such as text, splines, lines, and rectangles in these windows, and the
interaction of menus sent from the DEC 2060 with user "mouse-buttoning” on the
workstation is very responsive. By porting the remote graphics software written for the
DEC 2060 to any Lisp machine and then TELNETing into that Lisp machine from a
workstation either at home or on the LAN immediately allows remote access to that
Lisp machine from those locations. It should be noted that all remote graphics is done
with the interprocess message protocol, and that the amount of information necessary
for all but the graphics commands involving bitmaps is minimal and therefore
achievable over relatively low speed lines.

In this model, the network consists of a collection of resources accessible by clients and
managed by servers. A client can be either a program or human user [37]). In this
context client and server are just "roles"” played by processes. For example: A user or
application might make a request of a file server. Here the user/application is the
client and the file server is the server. The file server then may make a request of a
disk server in which case the file server becomes a client and the disk server the server.

An LW exec will run as a process on a Lisp machine, and have its own executive
window for command processing. This exec will have access to the entire LW System,
and thus the LW Kernel which also runs as a process. Given the above model we
might have the following example: Suppose the user wishes to run SCRIBE on some
server in the distributed system. The user types "SCRIBE myfile” in the LW Exec
window. The LW Exec creates a client process on the local host, and this client then
queries the system for the best server for running SCRIBE and blocks waiting for a
reply. When a server replies the local client then opens SCRIBE as a file to execute on
the remote host. If this open is successful, the server has then created the SCRIBE
process which then becomes the client while the Lisp machine client becomes a server,
The SCRIBE client then requests input from this server, and receives the stream
"myfile” which the client opens. The client runs SCRIBE and sends the results to the
server which displays them in the local window. When SCRIBE has completed it closes
the transaction and goes away. The local client/server ceases to exist, and the window
is left for the user to peruse, and take further action on if desired (like printing the
document).

Beneath the above scenario several other transactions took place. To initiate the first
client/server relationship knowledge of the server willing to run SCRIBE was necessary.
To accomplish this initial rendezvous the Lisp machine client needed to first determine
where to run SCRIBE, and then log onto the remote system via that server.
Determining where to run a process can be done within either a static or dynamic
partitioning of the underlying distributed system.

In the static partition each host has a defiped set of processes it is best suited to run at
initialization time, and then this is invariant over the lifetime of that configuration.
Dynamic partitioning is done when load sharing over the distributed system is desired
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and this can often require process migration to maintain system load equilibrium. Load
sharing in this sense can only be used when the systems are relatively homogenous [58].
That is to say, one cannot migrate an executable Dandelion process to a 3600 because
of the inherent hardware differences, although these two systems can have a
client/server relationship because the process to process communication is machine
independent.:

So, in our example a static partitioning means that not all systems can run SCRIBE,
and only those willing servers will answer. In this simple partitioning two servers are
in the same equivalence class if they provide the same services. Here we say the
distributed system is partitioned with respect to willingness. In the dynamic partition
there is one equivalence class since all hosts are essentially identical. There are other
partitionings worth examining.

Consider the relationship where two servers are equivalent if they can execute the same
processes. Each of the equivalence classes in this partition is then dynamically
partitioned with respect to load sharing with process migration. Here for example we
might have four equivalence classes: SUN 68000 workstations, Xerox D-machines,
VAX's, and 3600's. Note also that the system is always partitioned with respect to
willingness.

There is also a slight variation on partitioning with load sharing. In this case we first
statically partition the system with respect to willingness. Then we add the following
constraint: A process will be run on the least loaded host willing to execute that
process. This simple variation makes the system responsive to overall load without
process migration. Thus, in our example we would have received three replies from
servers willing to open SCRIBE for execution, as well as their load averages. One can
then select the system with the least load to be the server or perhaps use more
intelligent planning for complex multi-step tasks, anticipating future demands. The V
system currently achieves load sharing without migration by running processes on the
least loaded host. In our implementation we will begin by partitioning the distributed
system with respect to willingness, and then experiment with the least loaded host
constraint on this partition. Ultimately we are aiming for load sharing with process
migration within classes of equivalent hardware configurations. Note that concurrency
can be achieved in the simplest of these schemes.

Access to the file "myfile” was also necessary. This involves locating the file, it can
reside anywhere in the system, and then acquiring read access privileges. Instead of
sending "myfile” the filepath of "myfile" would have been determined on the Lisp
machine, and the SCRIBE client would have then retrieved that file from its known
source. This latter server could be a file server anywhere in the LAN.

The LW Kernel has then acted as an intelligent interface between clients and servers.
Beneath the kernel the roles of processes may change and this is totally transparent to
the kernel itself. A kernel or server of such a distributed system acts analogously to a
hardware bus, being essentially a communications switch. In addition to the physical
wires used to connect modules in a hardware bus, a standard bus arbitration protocol is
agreed upon to define the semantics of the communication. Analogously, in our
software model, in addition to the ability to send or receive a message, a protocol is
defined for the semantics of the messages [58].

Machine Independent Interprocess Message Protocol

The machine independent interprocess message protocol is used to send, receive or
forward messages between processes on either the same workstation or any workstation
on the LAN which implements this protocol. These messages are synchronous and in
implementations like V are fixed-length to minimize overhead in both the message
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sender/receiver interface as well as the parser. One can for example then allocate fixed
length message buffers in the kernel for message queuing. The communication between
processes is intended to look like procedure calls to the sender in the sense that at the
highest level a sender calls a procedure with its specified parameters, and then as a
process blocks awaiting a return value in the reply message. Note that this is unlike the
actor model where messaging is asynchronous. In our model a degree of synchrony can
be tolerated because the frequency of messaging is very low when compared to process
execution time, and if one desires concurrency a server process can be spawned and
then block awaiting a reply.

In order to send a message to a process, a "token” which includes both a host identifier
and process number at that host is required. At each workstation the LW Kernel
supports a process registration scheme that associates a logical process identifier with
the registrant's process identifier [37]. Processes can then query the kernel for the
process identifier corresponding to a known logical process identifier. This query is
supported throughout the distributed system by the means of a process-query broadcast
packet. Thus, having possession of such a token is sufficient to allow the passing of a
message to the associated process. On a local host the kernel's token is globally defined
to enable dispatching messages to the kernel itself,

In order to implement what are essentially call by reference parameters, a process can
pass access permission to a memory segment to the recipient of a message. This access
includes read, write and execute modes as well as the address of the segment. This is
primarily used for file activity and buffers associated with those files but can also be
used for creating processing "locks” on critical regions and marking data areas as read
or write secure in conjunction with password or special process identifier privileges.

When a message is sent by a process, ultimately that message is formulated as a token,
called procedure number, and called procedure parameters in a predefined network byte
order which is transparent to both the sender and recipient of the message, and then
dispatched by the resident kernel. The receiving kernel will then validate the token,
and queue the message in a kernel message data buffer for the receiving process. The
receiving process is scheduled by the kernel and when it is called uses a kernel
procedure to formulate the data in the buffer as a procedure call and simply calls that
procedure if it exists. Messaging between processes can be accomplished without
addressing extensive programming language issues by using fixed length interprocess
messages where each field in a message also a fixed length for which 32 bits is the
chosen standard. This is sufficient for both integer and pointer constants since one can
implement double precision if necessary. Under some circumstances a segment of data
can be appended to a message. This segment is variable up to a maximum. There is a
separate data transfer facility for moving larger amounts of data [70].

Consequently, the above formulation does a syntax check within the context of the
called procedures parameter specifications, ie, placing the correct number of 32 bit
values on its "calling stack,” and calling the procedure in that context. Such a remotely
called procedure should then validate the parameters within the semantics of its
properties, then execute and return a message to the caller.

For some applications it is necessary to implement the more extensive support of a
chosen base language's syntax and semantics. Here programming issues such as type
checking and parameter parsing must be done. The V system, for example, uses this for
its remote virtual graphics terminal service (VGTS) calls. Recognizing that for
interprocess communication and kernel calls a simple synchronous message exchange
will do, and that for more complex applications programming language considerations
must be handled is important for both efficiency and ease of implementation.
Certainly, distributed kernel interaction must be simple and fast if it is to be
transparent to the system as a whole, and the “process world” if you like can be defined
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quite easily within the file constructs that such a messaging scheme easily supports.
After all, a process can be viewed as a file open for read and execution, and
complicated parameters such as strings and records can be passed as a data stream when
necessary. Here one simply creates a data stream pipe between two processes and allows
them to send data in buffers as their applications require. Pipes can be viewed as LW
System supported standard I/0 files, and read/write requests on those files. In these
latter instances type checking, if necessary, can be done in the caller/callee context thus
minimizing the overhead to those contexts where it is required. Thus, the VGTS
application could be structurally imposed on top of process to process pipes with the
parameter passing, and type checking synchronized by the processes involved.

The LW Kernel uses this interprocess message protocol to implement those operations
necessary to send, receive and forward messages between processes as well as for
creating, querying, and destroying processes throughout the distributed system. This
protocol is transaction oriented, each message a send/reply pair and has less load
impact on client/server communications then TELNET with its continuous "sub-
connection” exchanges used to maintain an open connection state. This points towards
a more robust and responsive distributive system when multiple clients are running
processes on the same servers.

Protocols - Uniformity Across Vendors

Underlying all network [/0 must”be a network protocol for packet transfer between
cooperating hosts. At SUMEX we have had long term experience with several such
protocols; PUP/BSP, PUP/EFTP, IP/TCP, IP/TFTP, IP/UDP, and NS/SPP are those
most commonly used on our LAN. PUP/BSP and IP/TCP have been used to
implement both FTP and TELNET, PUP/EFTP is an Easy File Transfer Protocol on
top of PUP used for boot like services, IP/TFTP is a Trivial File Transfer Protocol
which uses IP/UDP datagrams, and NS/SPP is a Sequenced Packet Protocol similar to
PUP/BSP and is used for FTP and TELNET. In the past we have elected to write
servers for each new protocol in order to accommodate both vendor hardware and
systems software. This was necessary because no one protocol has been supported on all
such systems.

We are pleased that the Department of Defense IP protocol family is now supported on
all hardware/operating system configurations at SUMEX and on those we anticipate
purchasing in the future: IP software is available on the XEROX 1100 series
workstations as of the Intermezzo system release, on Symbolics systems we have been a
beta-test site for their IP software since their 5.1 operating system release, and we will
be a beta-test site for the TI Explorer IP software this August. Similarly, IP is
supported on all of our UNIX based file servers, and the LAN gateways route all IP
datagrams.

There has been a great deal of deliberate effort at Stanford and SUMEX to enforce IP
as a standard protocol for new software development. This was motivated by its broad
acceptance and the growing number implementations throughout the networking and
vendor communities. This does not imply that we will abandon the other protocols but
rather since we are seeking to have uniformity across all vendors with this proposed
distributed operating system we are choosing to implement it on top of the IP protocol
family.

In particular we are going to continue in this direction and use the IP/UDP (User
Datagram Protocol). We have benchmarked all of the protocols in the above set with
respect to their implementations on each of the workstations and file servers we now
use. FTP using IP/TCP and PUP/BSP perform similarly on unloaded systems. They
both peak at about 200K bits/sec, and this maximum is really workstation/CPU limited
rather than communication bandwidth limited. On a moderately loaded UNIX based
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file server PUP/BSP performance begins to degrade much more rapidly than IP/TCP
since the latter is implemented in the UNIX kernel and the former is not. This results
in redundant copying of both the data and datagram header information from kernel to
user space for the PUP/BSP code, and thus, its performance varies inversely with the
system load.

The XEROX 1100 series workstations use PUP/Leaf for random file access. With
Intermezzo PUP/Leaf achieves a maximum transfer rate of about 40K bits/sec on
1108's and 80K bits/sec on the 1132's. We wish to achieve transfer rates in the
neighborhood of 200K bits/sec for such file access. We feel that the 1100 series are
currently limited by their single priority level round-robin scheduler. Weighting all
processes equally is disadvantageous in this case since the emptying of the packet input
queue is handled by one of these processes, and this process is the critical path with
respect to maximizing transfer rate. Using the TFTP based on IP/UDP we managed to
achieve 67K bits/sec on an 1108 and 90K bits/sec on the 1132, This is quite
encouraging since TFTP uses a simple packet/acknowledgment exchange for data
transfer. By augmenting this algorithm to allow multiple outstanding packets we ought
to achieve 100K bits/sec on the 1108's and perhaps 150K bits/sec on the 1132's within
the InterLisp environment. This expectation is not overly optimistic since PUP/BSP
was recently rewritten for exactly the same reason. We increased the outstanding packet
window from one to four and the maximum transfer rate went from 67K to 200K in
the mesa environments on these same systems. Anticipating the preemptive scheduler
that XEROX is now working on, there is no reason why the InterLisp environment
cannot approach the mesa environment in these respects.

Finally, PUP's and NS packets are limited to 532 and 546 bytes of data respectively,
and with IP/UDP we can essentially double this size and send packets with 1024 data
bytes. This along with multiple packet windows should put the transfer rate in the
neighborhood of 300K bits/sec on these systems. It is worth noting that such an
IP/UDP scheme has been used between M68000 workstations on a 10-megabit net
achieving a file transfer rate of 800K bits/sec. Also, the V systems downloading
scheme which is encapsulated in IP/UDP datagrams achieves 400K bits/sec between a
M68000 and a VAX11-780. These tests were done on lightly loaded systems.

IP/UDP is a very simple protocol with very little processing overhead. Unlike IP/TCP
which allows for packet fragmentation and reassembly, IP/UDP packets are integral
throughout their lifetime and ideally suited for LAN applications. Another worthwhile
feature is that the simplicity of the protocol requires very little kernel management, and
consequently makes multiple client/server interactions quite feasible on even a single
host server without impacting either the server or distributed system loads.

The Distributed Operating System Resource Manager

The distributed operating system resource manager is an intelligent-agent that will run
on a Lisp workstation with the LW Kernel. It is intended to behave in much the same
way as a "pie-slice” scheduler does on a mainframe operating system except that it will
have a knowledge base to govern its decisions. In its knowledge base will be a
representation of the current partitioning of the distributed system and dynamic load
statistics of each host in each class in the partition. Additionally, it will attempt to
learn about not only each client/server type but also each process type. Different
processes will impact each client/server in different ways. Understanding and
dynamically adjusting to the impact processes will have on the distributed load is a
difficult problem and its solution is essential in the development of the resource
manager. Graphics tools for examining knowledge representations of system load with
respect to clients, servers, process types and partitioning of the distributed system will
be provided.
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When a client wishes to run a process on the system it will query the resource manager
for the best server on which to run that process rather than query-broadcast on the
distributed system itself. In a simple scenario, the resource manager will select all of
those servers with respect to the willingness-partition, and then select the least loaded
server from this list. If a client wishes to either migrate a process from itself to a
server in the dynamically partitioned system, or have a server in its class in this
partition download and run a process for it, the resource manager can then mediate this
transaction. It will know which servers in the class are willing to run such a process,
and from this list select the server that is least loaded or better yet, maintain idle-time
schedules of all such hosts and select the host that will be idle for the duration of the
process execution if possible.

Certainly, centralizing the functionality of a resource manager will allow us to more
clearly understand the distributed system and its interactions. Graphical representations
of system, and server loads, and response to this load by the creation or destruction of
processes will give us innovative insight into just what rules are necessary to manage
this distributed resource. Each particular process will impact a particular server in a
way that is a function of that server's hardware and operation system, and the
complexity of the process and its resource requirements. Consequently, the knowledge
base and rules relating its members will grow with respect to each process type as well
as each server type, and as the resource manager begins to understand their interactions.
Also, simply having a resource manager with a server that knows which parts of the
distributed system are working at any given time will prevent a great deal of user
frustration.  Given the large "granularity” of processing time and the relative
infrequency of communications between these processes will initially allow us to
develop such a manager on an independent LISP machine. If we reach the point where
the trade-off between processing time and communication load becomes critical it may
be desirable to install the resource manager in several or all of the nodes in the
distributed system.

Just how an intelligent-agent resource manager will behave under all instances of
distributed system interaction is an excellent area for Al/distributed operating systems
research.

Implémentation

Initially, we plan to implement the LW Kernel on Xerox 1100 series workstations.
These systems have a remarkable programming environment, and a large set of
networking debugging tools to facilitate the development of the distributed kernel. We
also have an excellent working relationship with the systems software group at Xerox.
This will be helpful for timely acquisition of the sources for the system as well as
information about any problem areas we may encounter.

The early development of the LW kernel will run in two parallel phases. The
underlying [P/UDP random access file transfer protocol and the LW Kernel's
interprocess message protocols (IPMP) will be done first. The former will ultimately
replace the PUP/Leaf service which is a major resource drain on our UNIX file servers.
This will begin to then move the 1100s towards the uniform IP network standard.
Also, random file access will be an integral part of the LW System's standard 1/0 file
access, and data transfer mechanisms. Uniformity and optimization of file transfer is
important if the distributed operating system is to be responsive when servers are
loaded. The LW Kernel interprocess message protocols are central and necessary for all
distributed system operations. The latter and random access file 170 are initially
independent mechanisms and can be developed separately.

Since the LW Kernel's IPMP are transparent with respect the the distributed system, the
entire mechanism can be written and debugged on a single workstation without network
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interaction. The kernel runs as a process on each host in the system, and dispatches
messages intended for itself and any other host in the system. All that is required to
send a message to the kernel is access to the kernel's "token,” and this is globally
available on the workstation itself. So, initially one writes the kernel process and the
primitive message dispatching stubs, Send, Receive, and Forward. This will be followed
by process operations like CreateProcess, and DestroyProcess along with SetProcessiD,
GetProcessID, and GetProcessToken. At this time all created processes including the
kernel process will be able to send/receive messages to/from each other on the
workstation in exactly the same way that it would be done if these processes were

Asatrit A Tha
distributed. Then we implement the LW System 170 protocols by beginning with the

pseudo-device pipe server. A pipe is a unidirectional flow-controlled communication
channel between two processes using the standard I/0 protocol [37]. It is implemented
via sending messages to a pipe-server process. This server may reside on the local host
or any other host in the system so the implementation generalizes rather nicely. Each
pipe is a file instance and has one reader and one writer. This may be of course the
same process.

The above is written on top of the resident process scheduling and window managing
functions as well as the file system. Thus calls for creating and destroying processes,
opening, managing, and closing windows as well as for file system directory
management already exist. The kernel process allows us to simply distribute this
functionality. Once this is working on a single workstation, the software will then be
loaded onto a dual system and the kernel will then use the network so that we can then
run processes in a two host distributed model and debug the IPMP in this environment.
Once the underlying mechanisms discussed above are working this step should be fairly
easily accomplished. It reduces to insuring that the kernel's message queue can be filled
via the network. The mechanisms involved are identical except that a message must be
further encapsulated and then sent on the network, and the underlying network software
already works.

Based on this work, it will then be appropriate to develop applications using the
distributed operating system and the IP/UDP random file access protocol. The
following sections discuss some of the initial applications we will explore. In later
years we will work on other applications like remote file management, network
performance monitoring, and more intelligent interfaces for users to systems.

Mail System

Providing an effective and responsive mail system is one of the primary goals of any
modern computing environment. Most users spend at least one hour each day reading
and responding to their network mail, and this now generally takes place on either the
DEC 2060 mainframe or one of the UNIX systems at SUMEX. What is frustrating is
that during prime computing time the routine perusal of ones mail often becomes a
very time consuming task because of the load on these mainframe systems. In fact at
any given moment during this time 50% of the users can be found running MM, the
system mail program, on the DEC 2060. Yet, mail is a very natural function to run on
an individual's workstation. To this end, it is one of the first applications directed at
the LW distributed operating system.

Indeed, it makes a great deal of sense to have as much of the mail processing as
possible be done on a user's workstation. This processing can be partitioned into four
categories: Mail storage, Mail retrieval, Mail reading and composition, and Mail delivery.
Mail storage can be done both on the local workstation and file servers. Mail retrieval
involves transactions between the workstation and the storage medium. Mail reading
and composition can be entirely done on the workstation, and mail delivery involves
transactions between the workstation and a domain name server for address resolution,
and a mail spooling service for the caching and final delivery of non-LAN mail such
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as that going to a site on the ARPA net and not on the LAN. Let's address each of
these four areas.

Mail Storage: By mail storage we mean the storing of all unread mail as well as read
mail. Initially unread mail will arrive at a file server or servers in the user's mail
delivery path. This is usually accomplished by alias files on hosts that may receive
mail for a person or mailing-list but on which this mail is not kept. Alias files
provide a forwarding mechanism to the ultimate destination repository. In any case the
mail ultimately arrives at a destination file server known to the person's resident mail
process. As each letter is read it is up to the reader’s discretion as to whether or not it
is to remain on the workstation or be returned to the appropriate file server. Records
of all mail still in the system will be kept on the file server under the user's mail
account. Rereading a letter that is on the workstation can be short-circuited to remove
the file server from the loop. The primary activity in this area is then the moving of
mail between the user's workstation and a file server(s). This can be expedited with
minimum overhead using the high transfer rate IP/UDP file service to stream the data
between a client and server. Indeed, at 300K bits/sec most letters will be moved in a
fraction of a second with very little impact on either the client or the server.

How this mail is arranged on the server is an important consideration if access is to be
efficient and the services per letter multidimensional. On each server in the user’s mail
path the user will have a mail directory associated with his address at the server. The
directory will be organized into a mail spindle file, mail header file, mail keyword
file and mail folder files. The latter may in fact be a sub-directory on hosts
supporting such a scheme.

The spindle file will have an entry for each letter. Among other things this entry will
have a pointer to its header in the header file, the folder where the letter is stored,
status bits indicating the state of the letter. For example: Such bits could be seen,
unseen, new, deleted, answered and alarm. The alarm bit is then associated with a
time-date when the user wishes to see this message's header again. Each entry has the
date it was read, and the date it was answered. Finally, there will be a bit field
describing key-words the owner can associate with each letter, and the associated
keyword file of actual keywords. The spindle file itself will be prefixed with a header.
This header will at least include time-date stamps of the last read and write access to
the owner's mail, a pointer to the entry for the oldest new mail, ie, mail that has
arrived since the last time the mail was read, and a pointer to the next alarm entry.

Thus, when a user first runs the mail process on his workstation the process interrogates
the mail server(s) in the user's delivery path. Each such server quickly gathers the
headers of the newly arrived mail, checks for any alarms that may have gone off,
incorporates these headers into a message and sends them to the users workstation. The
actual header file can be built in background mode as mail arrives and system resources
allow to minimize this processing, Note that none of the text of the mail which is the
bulk of the data has yet to be touched in this transaction.

Mail Retrieval: Mail retrieval is accomplished with a workstation client and mail/file-
server server. The client is mouse driven by at least a selection process that displays
active letter headers in a window. The headers which appear in this window are
selected by the user with a mouse/menu interaction. When the mail client is started it
probes those servers in the user's mail-path for "new” mail, ie, letters that have arrived
since the last read-access to the mail spindle file. These headers will be listed in a
window which has mouse interaction defined for each such header. One will be able to
change the displayed headers by commands like headers since <{date>, from <string>,
to <stringd, subject <string>, and all. Reading the letter associated with a header then
transfers the actual text of the letter from the server to the client with a read-mail
transaction, unless the letter has already been transferred to the client and is cached
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there. This transaction causes the read-date stamp and "seen” bit to be updated in the
spindle file entry.

Mail Reading and Composition: Mail commands such as read, answer, set alarm, delete,
and copy, key off of header selection. When one reads a letter it is then read from the
server to the client by a read-letter transaction. The text is displayed in a window and
can be scrolled as well as edited. All text editing and composition is done on the local
workstation. When one answers a letter immediate destination host address recognition
is mandatory. This can be accomplished by requesting host address validation after the
addresses have been typed. One can use the domain name server and LAN name
servers for this purpose. It also makes sense to cache known host names locally and if
for some reason the name servers do not reply this list can be used for a second guess.
If all else fails, then one should simply attempt to deliver the letter. If in fact the
address is not valid, then this- will be noted when the letter is returned to the sender as
undeliverable. :

Mail Delivery: Once a letter is composed and the sender requests it to be delivered, it
will be spooled on one of the file/mail servers. These servers aiready have all of the
knowledge necessary to deliver any letter to a known host. Mail delivery is done in
background on these servers by a low priority process. An attempt should be made to
spool the mail on the server with the smallest mail queue and such a mail-queue-size
query message will be sent to those servers that respond to a request-to-send-mail
broadcast. Each host can override the latter broadcast by simply remembering which
servers responded to earlier broadcasts, and thus maintaining a mail-delivery-path for
directing mail-queue-size queries. The system resource manager will maintain current
mail delivery information. Often a host in a mail-delivery-path is down for some
reason, and mailers will continuously attempt to shrink their growing mail queues by
uselessly badgering this host. It makes sense to be able to request server-downtime and
alternative mail routes from a resource manager. If there is no alternative route, the
mail client/server can periodically check until the host comes up rather than try and
send mail to a down host which amounts to useless network traffic.

Ultimately, 2 mail-server process ought to be able to run in the background on personal
workstations, and mail could then be delivered directly to that host for those users who
desire such a service. This will then take the file/mail-servers out of the mail storage
and retrieval loop for such hosts. Mail is simply sent directly to the workstation that
has a registered address in the domain name server tables. The mail is then retrieved
and read "as if" it had already been copied from a remote file/mail-server. This latter
mechanism is part of the initial design. As mail accumulates on such a host, the user
will be able to take advantage of those already existent file/mail-server processes to
maintain mail archive directories remotely so that old mail can still be examined in the
client/server role,

Virtual Graphics Terminal Service

Virtual graphics terminal service (VGTS) allows the display of structured graphical
objects on a workstation running the V system [37]. We have already indicated the
power of this set of tools. While running V on a small and inexpensive workstation
located either at home or on the LAN, or anywhere that has TELNET access to the
LAN on which a personal Lisp machine has a TELNET server running, one can then
access that Lisp machine and drive the graphics display of the smaller workstation from
the Lisp machine. Geographic proximity of such a Lisp machine is then moot.

As the ratio of researchers per Lisp machine increases it is no longer possible to
guarantee Lisp machine cycles to everyone during prime computing time, and a means
for remotely accessing these machines in graphics mode becomes mandatory. VGTS
satisfies this need perfectly. In order to install the software tools necessary for remote
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VGTS access there are two requirements: First the ability to TELNET into a Lisp
machine is necessary. Second, the interfacing of VGTS primitives with the current
graphics/window calls on the Lisp machine. We address each of these below.

Not all of the current Lisp machines have servers which allow the establishment of an
incoming TELNET connection. Currently, only the Symbolics machines have this
property. What is necessary here is to modify the outgoing TELNET code where
applicable so that it can also run as a server process. This is really a straightforward
task. What is interesting here is just how to globally establish that the incoming data
stream is to be interpreted by the Lisp machine command executive, and then all output
characters are to be sent via the TELNET stream and not to the local graphics display
stream. This redirection of I/0 streams is well within the scope of all of our Lisp
machine operating systems.

The central concept of VGTS is that application/client programs should only have to
deal with creating and maintaining abstract graphical objects [37]. The actual viewing
of these objects is done on the workstation running V. For example: To create a view
or window on a workstation/server running V from a Lisp machine/client two things
are required. The client calls a routine to remotely create a file, the structured display
file (SDF), which will then contain descriptions of graphical objects. Each such object
has an client assigned item number associated with it in the SDF. This SDF is then
associated with what is commonly referred to as a window by first calling a routine to
create a virtual graphics terminal(VGT) associated with this SDF, and then calling a
routine to create a view on this VGT. A view is seen as a white area on the screen
with a border. Thus a VGT/SDF pair can have multiple views associated with it. And
one can have multiple VGT/SDF pairs at any one time as well as more than one VGT
associated with the same SDF. The mapping of VGTs to SDFs need can be but not be
one to one. Each of these calls involves little more than the passing of a few data
bytes between the client and server.

Once the SDF/VGT relationship is established and a view is created on the server, then
graphical objects can be created by adding them as items to the SDF by opening a
symbol for editing and adding an item to that symbol in the SDF. An SDF then
contains symbols which are in turns lists of items. An item itself can also be a
symbol. These objects can then be displayed in the view(s) associated with the VGT.
Thus, objects can appear on several VGTs at the same time. A client can also create
menus on the server and then interrogate the actions implied by those menus via mouse
buttoning. In fact one can actually query a mouse event within a view and receive back
not only the buttons that were touched but also the VGT number and view coordinates
of the cursor position itself, or a list of objects that are near the cursor position. This
allows the client to interrogate, as well as edit viewed objects remotely. One need not
maintain a great deal of information about objects on the client. In fact, one needs
only the VGT number, SDF number, which are returned by the server at when they are
created, and the itern number which is sent when items are added to SDFs. A client
can then inquire about this item and receive its definition as a reply. Thus, VGTS is
designed to maximize what is done on the server by maintaining the SDF database and
allowing detailed queries about its contents which can for the most part be driven by
user/mouse interaction with their graphical representation.

The VGTS has a resident view manager for moving, zooming, opening, closing, and
creating new instances of views associated with VGTs. Consequently, the view
overlaying, manipulating and trimming algorithms do not impact the client. A list of
the current VGTS object primitives is as follows:

Filled Rectangle These can be filled either with gray scale shades or stipple patterns or
black and white monitors, and with colors on color monitors.
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Horizontal Line A simple horizontal line between two points.

Vertical Line A simple vertical line between two points.

Point A 2x2 pixel square.

Simple Text A text string in a single fixed with font.
General Line A general line between any two points.

Outline Outlines a selected symbol with a bounding box.

Horizontal Ref A thick horizontal line with tick marks at its end points.
Vertical Ref A thick vertical line with tick marks at its end points.

Text General text from varying fonts.
Raster A general raster bit map.
Spline A- spline object which can be of interpolation order 0 to 5, open or

closed, with multiple nib selection, and filled or empty.

The overhead to create each of these primitives is minimal with the exception of
Raster. Sending large bitmaps can be expensive. Our experience has shown that
user/client mouse interaction is transparent even when the "click"” is sent from the
server to the client and then is responded to by placing an object at the clicked
position. All of this is because the bulk of the work is done on the server running V,
and moving object definitions between the client and server is so efficient that the
limiting factor for throughput is the CPUs involved. Thus, this is ideally suited for a
Lisp machine client and a personal workstation server since neither of these is shared
to any extent during the VGTS session.

The implementation of VGTS primitives on the DEC 2060 required the coding of 30
functions each averaging about ten lines of Lisp statements. An additional SDF/VGT
manipulation package for maintaining a client data base, and simplifying the creation
and management of SDFs, VGTs and views required about 12 pages of Lisp code. Once
this was written, the writing of applications was almost trivial. Porting this part of the
code to a Lisp environment is very straightforward. It has already been debugged. The
real difficulty will be to interface the view and window notions of the Lisp operating
system with those of the VGTS application in such a way that it is transparent to the
programmer using the system. Clearly all of the graphics tools are not directly
translatable to VGTS primitives. But, those that can be translated will be done in a
way so that the global knowledge that the user is TELNETing to the Lisp machine will
force the Lisp machine’s graphics and window management software to use VGTS for
creating remote windows and placing objects in those windows. In the beginning the
programmer writing graphics applications to be viewed both locally and remotely will
have to be aware of the constraints that the V graphics primitives impose on the nature
of the objects that can be placed in a view or window. But, the development of the
VGTS system has not stopped and when limitations are reached we can certainly add to
the list of primitives to overcome them. This is a very promising area for exploration,
and the current primitives are sufficient for most graphics applications.

Remote Process Execution

Remote process execution is inherent the the design of the distributed operating system
we have been discussing. And from its initial stages the IPMP assumes the ability to
transparently execute registered processes throughout this shared resource. The true area
for exploration is within the dynamic partitioning of the system into classes of
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equivalent hardware configurations as described earlier. What is exciting is the ability
to execute processes that can run on an 1100 for example by either migrating that
process to another 1100 or directing that 1100 to load a particular process from a
server and then run that process. This all fits nicely within the context of the IPMP.
In fact, one ought to be able to cross the equivalence class boundaries and in this
example have the 1100 run a compute intensive process on a 3600 to take advantage of
the latter systems faster hardware. This is possible because the IPMP is defined
machine independently, and the only requirements to run a process are that it be
logically registered on both hosts, and the possession of its token by the 1100 client.

This is one of the most promising areas for distributed system research and can lead to
true concurrency and system load sharing.
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2.2.2. Collaborative Research

The details of our collaborative research projects are given in Section 6. The projects
that we classify as collaborative, are those involving a direct interaction between our
core research and the development of the specific application. These include
ONCOCIN/OPAL/ONYX, MOLGEN, PathFinder, GUIDON/NEOMYCIN, PROTEAN,
RADIX, and Referee. We do not include descriptions of the AIM community projects
that are now using other computing resources, such as those at Rutgers, Carnegie
Mellon, Pittsburgh, UC Santa Cruz, and Minnesota.

2.2.3. Service

The details of the research projects for which we provide service are also given in
Section 6. The projects that we classify as service, are those that use the SUMEX
computing resources as provided and have independent staff for developing required
system components and have not been able to acquire their own computing facilities
yet. These include CADUCEUS, SOLVER, CAMDA, MENTOR, RXDX, and CLIPR.

2.2.4. Training

We have an on-going commitment, within the constraints of our staff size, to provide
effective user assistance, to maintain high quality documentation of the evolving
software support on the SUMEX-AIM system, and to provide software help facilities
such as the HELP and Bulletin Board systems. These latter aids are an effective way to
assist resource users in staying informed about system and community developments and
solving access problems. We plan to take an active role in encouraging the
development and dissemination of community resources such as the A/ Handbook or
the Introduction to Medical Computer Science (see page 100), up-to-date bibliographic
sources, and developing knowledge bases.

We will continue active development of the Medical Information Sciences Training and
the MS:AI programs that have recently gotten underway at Stanford (see page 112).
And, within our limited resources, we will accept a small number of visitors to work
with our groups and learn about knowledge systems technology.

Finally, we will continue to actively support the AIM workshop series in terms of
planning assistance, participation in program presentations and discussions, and
providing a computing base for Al program demonstrations and experimentation.

2.2.5. Dissemination

Our past dissemination activities speak for themselves (see page 109) and we are
strongly committed to similar goals in the future. We will emphasize efforts at
research software sharing and export, software commercialization, wide publication of
our research results including overview analyses and retrospectives, and the presentation
of selected areas of work using media like video tapes. In addition, a central part of
our core research work relating to ONCOCIN is to develop more effective
methodologies to disseminate Al systems into professional user communities.
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2.3. Resource Organizational Structure

2.3.1. Organizational Structure

The SUMEX-AIM resource is a highly interdisciplinary research effort between the
Departments of Medicine and Computer Science, as reflected in the joint Principal
Investigators for the project, Professors Shortliffe and Feigenbaum. Both Professor
Shortliffe and Mr. Rindfleisch, the SUMEX Director, have joint appointments between
Medicine and Computer Science. The project is housed physically in the Stanford
Medical Center and the principal administrative link is through the Department of
Medicine. More importantly though, SUMEX is an integral part of a large and diverse
Al laboratory at Stanford known as the Knowledge Systems Laboratory. The KSL
comprises over 100 faculty, staff, and students working on knowledge-based systems and
its overall structure, research goals, and on-going research activities are summarized in
Appendix A.
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2.3.2. Resource Staff Responsibilities

The resource staff is listed below with their functional roles and budgeted level of
effort on the project. More details about individual roles are given in the budget
justification section on page 9. This staff has long experience in developing and
operating the SUMEX-AIM resource as demonstrated by our past accomplishments.

% ROLE IN PROJECT
RESOURCE MANAGEMENT
E. Shortliffe 15 Principal Investigator
E. Feigenbaum 10 Co-Principal Investigator
T. Rindfleisch 70 Resource Director
L. Fagan 25 AIM Liaison and ONCOCIN Project Manager
W. Yegager 90 Assistant Resource Director
P. McCabe 75 Resource Administrator
M. Timothy 100 Secretary -
Open 75 Receptionist
CORE SYSTEM DEVELOPMENT
A. Sweer 10 Workstation development
F. G{imurray 70 Workstation development
W. Croft 100 File service and network protocol development
R. Acuff 60 Zetalisp/CommonLisp workstation development
C. Schmidt 60 InterLisp workstation development
N. Veizades 40 Electronics Engineer
I. Torres 40 Engineering Ald
CORE BASIC AI RESEARCH
B. Buchanan 10 Computer Science Research Faculty
8. Hayes-Roth 15 Blackboard model control research
H. Brown 10 Concurrent blackboard architecture research
P. Nii 10 AGE retrospective
M. Hewett 40 Scientific Programmer - knowledge acquisition
P. Karp 82 Student Research Assistant
A. Garvey 62 Student Research Assistant
J. Brugge 62 Student Research Assistant
CORE ONCOCIN RESEARCH
C. Jacobs 5 ONCOCIN Project Investigator
R. Lenon 25 Oncology Clinical Spectfalist
C. Lane 60 Systems Programmer - dissemination system
S. Tu 50 Scientific Programmer ~ EONYX development
D. Combs 50 Scientific Programmer - EOPAL and MetaOPAL
D. Vian 25 Administrative Assistant
J. Rohn 100 Data Manager
A. Grant 50 Secretary
T. Barsalou 62 Student Research Assistant
L. Perreault 62 Student Research Assistant
SYSTEM OPERATIONS SUPPORT
R. Tucker 20 Operations Manager
P. Ryalls 20 System Manager and User Support

E. H. Shortliffe

180

Privileged Communication



Resource Staff Responsibilities

2.3.3. Resource Operating Procedure

The mission of SUMEX-AIM, locally and nationally, entails both the recruitment of
appropriate research projects interested in medical Al applications and the catalysis of
interactions among these groups and the broader medical community. These user
projects are separately-funded and autonomous in their management. They are selected
for access to SUMEX on the basis of their computer and biomedical scientific merits,
as well as their commitment to the community goals of SUMEX. Currently active
projects span a broad range of applications areas such as clinical diagnostic
consultation, molecular biochemistry, molecular genetics, medical decision making, and
instrument data interpretation (see section 6).

2.3.3.1. New Project Recruiting

We continue our active search for new Al applications to biomedicine and, within the
limits of our machine and manpower resources, are recruiting pilot projects to replace
projects that have matured and moved off of the SUMEX-AIM machine. Information
about SUMEX-AIM is available through well-attended presentations at national
conferences in Artificial Intelligence, such as AAAI-M, and interest in the Al approach
to medical decision making has strongly increased in the national medical computing
conferences. SUMEX-AIM related researchers are often the key personnel at these
presentations. Qur dissemination efforts and the AIM workshops also provide broad
exposure to our work in recruiting new and interesting projects.

The criteria for the acceptance of new pilot projects continues to concentrate on the
potential for excellence, and the novelty of the proposed concepts. We continue to seek
projects that will extend our understanding of basic science issues underlying the
application of the artificial intelligence approach to medical decision making. Thus, a
project that will break new ground will be preferred to a project that uses existing ideas
in a new area of medicine. We also encourage pilot projects to collaborate with the
existing bases of expertise in artificial intelligence techniques. Developing a new pilot
project now requires more background and understanding of previous work in Al in
medicine. However, the time needed to build a first prototype version may be
substantially decreased by the use of packages developed by other SUMEX-AIM projects.
SUMEX-AIM provides a unique opportunity for the development of pilot projects. We
hope to build the number of pilot projects consistent with SUMEX resources and the
availability of worthy project proposals.

2.3.3.2. Stanford Community Building

The Stanford community has grown significantly and we have undertaken several
internal efforts to encourage interactions and sharing between the projects centered here.
The positions of Professor Shortliffe and other collaborators in the School of Medicine
provides frequent exposures of SUMEX-AIM work to medical colleagues to stimulate
thinking about new application areas. Weekly informal lunch meetings (SIGLUNCH)
also are held between community members to discuss general Al topics, concerns and
progress of individual projects, or system problems as appropriate. In addition,
presentations are invited from a substantial number of outside speakers. Finally, the
MIS and MS:AI special degree programs supply a continuing flow of good new students
to work on novel applications.
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2.3.3.3. Existing Project Reviews

We have conducted a continuing careful review of on-going SUMEX-AIM projects to
maintain a high scientific quality and relevance to our medical AI goals and to
maximize the resources available for newly-developing applications projects. At
meetings of the AIM Advisory Group and Executive Committee each year, all of the
national AIM projects were reviewed and appropriate actions taken.

2.3.3.4. Resource Allocation Policies

Policies have been established to control the allocation of critical facility resources (file
space and central processor time) on the SUMEX-AIM 2060. File space management
begins with an allocation of file storage, defined for each authorized project in
consultation with the management committees. This allocation for any given project is
redistributed among project members as directed by the individual principal
investigators. System enforcement of project allocations is done on a weekly basis. We
are using the TOPS-20 class scheduler provide an a priori 40:40:20 allocation of CPU
time among national projects, Stanford projects, and system development. In practice,
the 40:40 split between Stanford and non-Stanford projects is only approximately
realized (see Figure 15 on page 296 and the tables of recent project usage on page 298).

Our job-scheduling controls bias the allocation of CPU time according to the 40:40:20
community split but the controls are “soft” in that they do not waste computer cycles if
users below their allocated percentages are not on the system to consume those cycles.
In the early years, the operating disparity in CPU use reflected a substantial difference
in demand between the Stanford community and the developing national projects, rather
than inequity of access. This disparity in usage disappeared in recent years with the
growth of the national user community. Now, because of the availability of significant
additional computing resources at other AIM sites and the growing demand of the
Stanford community the allocation gap is widening again. We will continue to exercise
the nominal 40:40:20 controls to facilitate national access to the machine.

Our system also categorizes users in terms of access privileges. These include fully-
authorized users, pilot projects, associates, guests, and network visitors in descending
order of system capabilities. We want to encourage bona fide medical and health
research people to experiment with the various programs available with a minimum of
red tape, while not allowing unauthenticated users to bypass the advisory group
screening procedures by coming on as guests. So far, we have had relatively little abuse
compared to that experienced by other netwo