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STANFORD UNIVERSITY MEDICAL EXPERIMENTAL COMPUTER RESOURCE

SUMEX

Proposal for a research resource in extension of the ACME project.

A. INTRODUCTION

1. Objectives and Long Term Goals

General purpose computer support of research at Stanford University Medical School has reached substantial maturity under the impetus of the ACME project (Advanced Computer for Medical Research) funded since 1966 by NIH. We have understood that our technical success would be coupled with the gradual withdrawal of centralized agency support for a proven utility. Hence, June 1973 represents the termination of the longstanding NIH subsidy for ACME, which will thenceforth be operated as a fee-based service.

The present application seeks to establish a resource for a new set of technical horizons, in keeping with the expanding capability and applications of computers in biomedical research. SUMEX would be a resource (1) to support a set of ongoing biomedical research programs that exploit state-of-the-art computer techniques, and help to shape further advances, and (2) the computer-science research that is essential to expedite the creative uses of computers in the laboratory, in the clinical research wards, and eventually in patient care at every level.

The unifying theme of the SUMEX resource is the management of a set of peripheral minicomputers by a powerful central facility. The minicomputers in question are immediately situated in laboratory and clinical-research environments. They can perform some tasks free-standing, but the selected projects require further backup to sustain high-data-rate and closed-loop operations. These machines, together with others on less demanding projects, can be enhanced by sharing peripherals, mutual backup, and higher level language programming and debugging in the central processor. More far-reaching in concept, and central to this proposal, is central and "intelligent" management of the data-gathering process to meet problem-oriented needs for information. (This is no more than a feeble emulation of the processes that higher organisms must have evolved to modulate the flow of sensory data into the perceptual mechanism.)

In the ideal situation this might entail a realtime closed-loop control of a laboratory instrument or a patient-monitoring device. Prior and currently updated information, related to partial solutions of a problem, would then selectively orient further data-taking so as to expedite a complete solution. A related example would be a kind of triage--allocating the time-shared partitions of a large
computer resource to concentrate on the patient with the most problematical symptoms. Even where realtime processing is unrealistic, in the present state of the art, as in motion-picture processing, the magnitude of computing requirements could be vastly reduced by analyzing each frame to pose specific questions of the next one, rather than prepare a digital core image of the entire sequence. Similar problems arise in every branch of spectrometry, including mass-spectrometry, where costly instruments and samples may be needlessly expended in conventionally serial acquisition of the whole spectrum, followed by its analysis (which usually relies upon a small part of the entire data set.)

The initial list of collaborating investigators is presented in part C-1. Others who are not yet prepared to commit themselves to this enterprise will continue to be recruited as discussed in part D. The hardware requirements are detailed in part E and further details of the operation of the SUMEX resource, and its relationship to service-computing at SUMC* are detailed in subsequent sections.

*(Stanford University Medical Center)*
2. Background: ACME Computer Facility Experience

On August 1, 1966, the Biotechnology Research Resources Branch of NIH (then known as the Research Resources Branch) awarded a grant to Stanford University Medical School to support the establishment of ACME (Advanced Computer for Medical Research) facility. The initial proposal included the following paragraph concerning hardware selection and resource allocation:

"The IBM/360-50 has been selected for the initial realization of ACME (1) as a machine technically appropriate to the immediate tasks in mind and (2) for its system compatibility with the 360-67 already selected for the eventual replacement of the 7090 by the Stanford Computation Center. The 360-50 will be installed in ACME May 1966 and will run on three shifts under Operating System/360, subject to review by the policy committee. These will be dedicated respectively:

(A) A prompt access time-sharing mode - perhaps over most of the working day.

(B) A scheduled, full-use, on line mode - to service development work on high data rate and on line control applications, and for similar systems development.

(C) Job-shop, especially longer runs for which overnight turnaround is acceptable, and which cannot be serviced with comparable effectiveness by SCC."

The following aims were added to the ACME charter at the time of the Renewal Proposal in the Spring of 1969:

(a) To improve hardware and software reliability for the benefit of the medical users.

(b) To provide small machine assemblers in PL/ACME so that code for small machines can be written from an ACME terminal.

(c) To achieve over time a state where income from user charges will match operational costs for the ACME system. The target date for this has not yet been fixed by Stanford and NIH.

All of the original objectives have been achieved to varying degrees of satisfaction. Of special note is the development of PL/ACME as an interactive timesharing system which can be easily learned and used by medical staff. On the other hand, the realtime support offered is inadequate due to system instabilities and data rate limitations. Access to Campus facility is inconvenient for ACME users.

In terms of the items added at renewal time, hardware and software reliability have been markedly improved. Small machine assemblers have been added, but the user must write code in the assembly code for whatever satellite he intends to run. At present, assemblers of this type exist for PDP-11, PDP-8, and 1800. The income of the facility has been rising steadily. Economic overlaps with NIH direct support for ACME have blurred the transition to totally non-subsidized use. A major rate increase was initiated in April, 1972. With this change,
income in the near term is expected to reach roughly 60% of direct operating costs (exclusive of development efforts). From the vantage point of hindsight one could well ask whether the selection of the 360/50 hardware and the decision to promote a large central time-sharing and data collection resource were appropriate. Given the availability of new third generation hardware and the promises of IBM or expectations of its customers in 1966, the 360/50 hardware selection is defensible. However, the development of low cost, fast, well-supported minicomputers was not anticipated to proceed at the phenomenal pace that it has. This major technological shift has strongly influenced our present thinking for the future of computing in medicine and related research. The role of a large shared resource has by no means been obviated by the minicomputer revolution. We will continue to need powerful facilities beyond the scope of current mini architecture.

The advantages of dedicated satellite processors make them mandatory for many applications which require high reliability and availability. A marriage of of the two architectures is proposed. The resultant synergism is designed to solve identified problems in our research environment.
B. SUMMARY

The resource for which we are applying consists essentially of a Digital Equipment Corporation PDP-10 system, to be procured on a lease-purchase plan over the 5-year term of the grant. The configuration has been designed for flexibility in interfacing with numerous small machines (provided by the collaborating investigators). The rationale for this system, the associated peripherals, and for the technical support staff, are detailed herein below. The SUMEX machine will be scheduled for the sole use of the SUMEX collaborative group, under the leadership of the principal investigator. Other investigators will, however, be recruited into the group if they qualify by virtue of their interest in and competence for computer research relevant to the main themes outlined here, and insofar as their theoretical and technical contributions will enlarge our understanding of the application of computers to the management of high-data-rate biomedical studies. SUMEX will not be available for routine computing that can be effectively purchased from existing utilities. The initial group of co-investigators includes all respondents at SUMC who qualified by the stated criteria; however, several others are expected to advance the sophistication of their computer applications so as to qualify within the term of the grant.

SUMEX is expected to develop a number of applications that may become routine once perfected. These results would be transferred as appropriate to a service utility which continues to meet the demand for conversational time-shared computing as a legacy of the ACME project. For example, a number of workers at SUMC have utility-level requirements for support of their minicomputers. We believe this cognate requirement can be most efficaciously met if SUMC establishes a twin service facility based on a PDP-10, perhaps coupled with a small IBM machine for fiscal data-processing with company-furnished software. (These decisions are outside the policy cognizance of the present applicants, and outside the funding hereby requested. However, we are in good communication with the SUMC computer service committee that is establishing those policies.)

These decisions need not be fixed at an early date; for example, the existing IBM/360-50 ACME system might be retained for some time to provide fee-paid timesharing service, during a transition period at the establishment of SUMEX as a research resource. In any case, the existing ACME project, for the remainder of its term (Expires July 31, 1973) and to some extent the new SUMEX program will have the responsibility of easing that transition for the community of users who have made large commitments to the ACME service. Except during an interim transition period and later on an emergency basis, SUMEX obligations to the ACME community will be confined to providing technical advice for conversion, and developing software that can be used interchangeably on the SUMEX and on the SUMC service machines. However, SUMEX developmental efforts will be strongly biased by that requirement for compatibility, and indeed for ready exportability to other biomedical computer groups.

The application of SUMEX could be summarized in terms of the scientific objectives of specific projects -- which are, however, detailed in section G. These lend substance to the technical research on computers themselves which is the unifying theme of our proposal. The principal investigator's interest in the DENDRAL project was, from the outset, motivated by the aim of broadening the application of machine intelligence to science generally (He is, after all, a geneticist first, and entered into mass spectrometry only because the latter was more amenable at the present level of the art.). While few other fields of biomedical research are, at present, ready for the full-blown application
of the techniques developed for DENDRAL as a problem in artificial intelligence, there is a broader base of common concern for related problems in data management. Briefly, in as many ways as possible, we will be developing the means to support small machines by a large central facility acting as an executive manager for the minicomputers. In addition, we will develop the technology of programming the mini's in higher level languages compiled on the PDP-10; will simulate minicomputer configurations as a way of designing new installations; will provide buffering and communications among small machines, and between them and various peripherals, including secondary storage, displays, and (if the opportunity materializes) access to other nodes on national computer networks. Where control loops are to be closed back on the mini's, a great deal of processing of the experimental data will presumably be done in the PDP-10. We will also investigate the utility of small machines as auxiliary subroutine-processors to increase the efficiency of a time-shared central device in some long computations.
C. **JUSTIFICATION**

1. Demonstration of Need

The recruitment of an initial group of collaborators has made clear the need for:

- dedicated large computing resources
- high data rate acquisition and control capabilities
- development of software and hardware techniques
- integration of host and satellite computing systems

The SUMEX Resource responds to needs identified by a number of research projects within the Medical Center. Individually, their projects are unable to avail themselves of resources as large as SUMEX. Collectively, their research objectives demand the capabilities designed into SUMEX in this proposal. The requested facility calls for a high degree of cooperation among a small number of collaborators for their mutual benefit.

Five collaborative projects are described as part of this proposal. They are:

a. **Predictive modelling of cardiovascular function utilizing X-ray and ultrasonic imaging techniques**, Dr. Donald C. Harrison, Cardiology.

b. **Development of computer based characterizations of radiographs of ureter**, Drs. Thomas Stamey and Chris Constantinou, Urology.

c. **DENDRAL -- Computer automation of the interpretation of mass spectrum**, Dr. Joshua Lederberg, Genetics; Dr. Carl Djerassi, Chemistry; and Dr. Edward Feigenbaum, Computer Science.

d. **Cell separator automation**, Drs. L. Herzenberg and E. Levinthal, Genetics.

2. **SUMEX Relationship to Institutional Plans.**

Stanford University has relied extensively on IBM equipment; the decision to procure a PDP-10 for SUMEX inevitably hinders compatibility and economy in system effort. Unfortunately, the IBM lines offer no cost-effective equivalent to the PDP-10 for small machine interfacing. An oversized and costly IBM machine would offer few advantages of portability to other research programs interested in similar objectives. Furthermore, our experience with the ACME IBM/360-50 suggests that one could easily overestimate the ease of retaining compatibility, even within the IBM line, of programming systems that address distinctive objectives. (DOS systems differ from OS systems to a degree comparable to the barriers between machines from different manufacturers.) The best we can expect to do, in the face of conflicting objectives, is to strive for the most efficacious compatibility we can achieve in higher level languages, files systems, etc. We do have the benefit of Dr. John McCarthy's long experience with the PDP-line in the Artificial Intelligence Laboratory at the edge of the Stanford Campus.

These decisions have been reviewed by Dr. Gene Franklin in his role as University Associate Provost for Computing.

The SUMEX resource will divert its users from existing computer facilities only to a limited degree. Most of the uses intended for SUMEX require services simply not available otherwise. Some of the LISP programming of the DENDRAL project would otherwise be run on one of the larger IBM machines. This would be at great cost, and in any case could not permit an approach to closed loop management of the laboratory instruments. The entire ACME machine, scheduled with no shared users, lacks the computing power required for these applications.

We are recommending a twin PDP-10 for the SUMC service facility to optimize the overall advantages of the SUMEX option. IBM's performance in delivering time-sharing and realtime software for the 360 line has been disappointing -- indeed this was an important crimp in the projected transfer of routine time-sharing service from ACME to the SCC's 360-67 based service. On the other hand, DEC has done rather well with manufacturer-supplied software for these users of the PDP line.

An important advantage to the Medical Center of the dual PDP-10 system would be the availability of a back-up system. The lack of redundant hardware has precluded some applications; one user has opted to buy two mini-systems with identical configurations in order to obtain maximum reliability. The financial burden of this approach would be too great in most applications. The availability of redundant hardware facilities will be an important factor in the Hospital's consideration of how to solve its computing problems.

The impact on the Medical Center of having shared data files for research, service (research support), and administration can be significant. Faculty members in several disciplines are asking with increasing frequency for access to data bases outside of their own department. Of course, the file system design will provide file integrity, protection from catastrophic loss of data, and security. The availability of shared common files will (1) reduce the need for duplicate files, (2) improve the visibility and availability of information to faculty and staff, and (3) encourage placement of data on large, less expensive, rotating memories as opposed to smaller, more expensive hardware on satellite systems.
Common communications support for research service, and administrative computing systems is viewed as mandatory. The proliferation of terminal types, small machine types, etc. will breed a foul nest of communications hardware and software unless a sound, centralized, long-term plan is established. One can envision users with multiple terminals in each office, ward, or laboratory and multiple protocols needed by staff to use disparate systems unless the trends toward decentralization are encompassed under some umbrella of sound planning. The use of a shared communication system may permit redundancy and availability which would not be feasible in multiple independent systems. However, the hardware choices of the SUMC service operation are perhaps less important than the cooperative spirit that will be reinforced by the administrative arrangements for its coordination with SUMEX.
D. RESOURCE OPERATIONS

1. Administrative Structure

Line authority for SUMEX is vested in the P.I., Dr. Joshua Lederberg, who was also P.I. for the ACME system. He also functions as Chairman of the Department of Genetics, and, as a member of the Medical School's Executive Committee, is in good communications with the other department chairmen. In other roles (e.g., University Committees on Research and Computing Facilities, the Human Biology Program, etc.) he is also in frequent communication with general university activities. The Genetics Department includes the Instrumentation Research Laboratory directed by Dr. E. C. Levinthal.

Dr. Clayton Rich, as Dean, is the principal administrative officer for the Medical School, and Dr. Lederberg reports to him in several capacities.

---

**KEY:**

- ......... Staff
- ----------- Line
- ---------- to be superseded
With the phasing out of ACME, its service responsibilities will be the responsibility of another organization reporting to the Dean independently of SUMEX. One proposed arrangement is:

The Associate Dean will assure the optimum exchange of information and compatible policy development between computer research and computer services.

The hatched area signifies that this proposed grant will support (1) SUMEX operations and (2) liaison with Stanford University Medical Center Computer Facility (SUMCCF). SUMEX will support development efforts on its PDP-10 machine of a kind that should be readily transferable to the SUMCCF as well. SUMEX will also assist the ACME community in the transition to SUMCCF services. However, operating expenses of the SUMCCF will be met from the SUMC budget including user fees, and not from the SUMEX
grant. SUMEX and SUMCCF may however, provide mutual back up, on mutually advantageous terms, with respect to downtime emergencies and experiments involving linked processors, on the basis of credits for demand availability and use. The functions of the existing ACME facility will then be partitioned between SUMEX, for a limited number of computer-research oriented collaborations, and a combined computer service facility for the S. U. Medical Center, which we will label SUMCCF.

The SUMEX resource will operate under the direction of the Principal Investigator, who will be responsive to the research needs of the collaborators in terms of scheduling, use of the resources, and relative priorities for the programming staff. He will also establish liaison with SUMCCF to maximize the secondary gains of that relationship.

2. Operating Procedures and Policies

SUMEX is primarily responsive to a designated set of investigators interested in and competent to participate in major innovations in medical research applications of computers. They will have the opportunity to develop these applications in SUMEX prior to mounting them as new services on the Service Facility.
Authorized collaborators are limited and selected on the following grounds:

a. The Research Facility must remain capable of being dedicated to one experimenter's efforts if the total resource is needed for his work.

b. New hardware installation is likely to occur frequently on this facility. It should not have to be performed at odd hours in order to avoid normal service interruptions. The primary mission of this facility will be to service research users; routine service operations will be available only on the Service Facility.

c. Systems programmers will be testing new software concepts frequently. As a consequence, high system reliability and availability are not warranted.

d. Experience gained at ACME indicates that as time passes, more and more users come to expect (and demand) routine, stable, highly available service. Computer science related research cannot function efficiently in that environment.

e. Opening the Research Facility to routine use by many would inhibit the evolution of a fee-based Service Facility.

f. Management of the enterprise, including the selection of appropriate projects, will become increasingly difficult as the number of authorized users grows.

g. Their needs cannot be met on other local service facilities without undue disruption.

In the proposed grant period, no user service fees are contemplated for the Research Facility. As research concepts are developed and tested, it is expected that the Service Facility will be able to add services to meet user needs. Thus, the research objectives, once met, will be replaced with new research goals on the Research Facility.

Additional research collaborators will be recruited from the Stanford biomedical research community as indicated in paragraphs a. through g., above. We also contemplate cooperating with NIH grantees at other institutes via network facilities. During the interim period, prior to the settling down of reliable PDP-10 service on the SUMC facility, it may be desirable to coopt affiliated investigators who do not meet the full range of criteria but who are developing major projects in anticipation of the availability of the PDP-10 capabilities. Arrangements for servicing such users and for adding principal collaborators will be coordinated with the Biotechnology Research Resources Branch at regular intervals. The principal investigator will be responsible for applying these criteria for collaborating and affiliated projects, and for regular reporting to the Branch.

The Service Facility could provide routine services to SUMEX systems staff at times when the SUMEX was dedicated to a particular user's tasks. In addition, Service Facility usage would be needed to test newly transitioned packages from the Research Facility. The purchase of computer time on the SUMCCF would enhance the efficiency of SUMEX personnel. For these reasons, some funds are being requested to pay for services on the Service Facility.
E. COMPUTER CONFIGURATION RATIONALE

1. Introduction

This section addresses the problems of system configuration design and computer selection based on projected requirements and available machines. To summarize the discussions of these topics which follow, we have arrived at the following conclusions and proposed course of action:

(a) Separate machines for computer research and utility service are required to provide simultaneously a continuous and reliable computing utility service like the current ACME system and support for new system developments.

(b) The two machines, including required communications and future data base interfaces, ideally should be as similar as possible and geographically contiguous to allow redundancy for reliability, ease of software transfer, and efficiency of operation.

(c) The two machines will have some level of coordinated management but with financing of the service machine derived from fee for service funds and of the research machine from the presently proposed grant funds.

(d) Based on evolving software requirements for time-shared and realtime support as well as the capabilities and economics of currently available systems, it is proposed that both machines be Digital Equipment Corporation PDP-10 computers.

(e) A phased transition (Figure E-5) from the present single IBM 360/50 configuration to the dual PDP-10 configuration including necessary PL/ACME modifications is planned so as to minimize the trauma of conversion.

2. Computing Environment

The design of a medical experimental computing resource for research on satellite machine interactions and extended realtime problems interacts strongly with the overall design of computing support within the Stanford Medical Center. Based on past ACME experience, hospital administration experience, and projected Medical Center needs, an overall facility must be able to accommodate three main types of computing simultaneously:
(a) **Medical Service Computing** - A stable and reliable computing utility service must be available which supports on-going medical research and clinical needs in the sense that ACME currently performs these functions. The users of this type of utility are presently largely within Stanford but can be expected to extend outside of Stanford as network facilities come more and more into use. Such a utility must include in its repertoire appropriate state-of-the-art services for time-sharing and batch operation as well as satellite machine programming and on-line data communications facilities.

(b) **Hospital Administrative Computing** - A stable and reliable computing support of hospital administrative computing must be available for processing data related to patient accountability, financial records, clinical laboratory records, pharmacy records, etc. This type of computing is based to a considerable extent on software packages which have been developed outside of Stanford for specific computing systems. In the future the system must be able to support some level of integrated hospital information system. A long term requirement exists for compatible file structures accessible from various machines and software packages over local and larger scale networks.

(c) **Medical Computing Research** - Computing service must be available to support the development of computer system software and hardware capabilities as well as research projects which require sporadic dedication of large amounts of computing resources or which endanger system reliability. Such a service must be tolerant of higher system volatility than the utility services in order to allow evolutions in system design and utilization without impacting essential on-going computing functions.

There are reliability, capability, and priority conflicts in the requirements which these three groups place on a computing facility. The evolution of the present ACME system, while successful in making powerful computing tools easily and broadly available to medical researchers and clinicians, has also provided examples of such conflicts between various users. The ideal facility design must embed support for these various computing functions in an overall configuration which optimizes the desirable interactions of information and technology while minimizing the fundamental conflicts. As needs for computing resources within the Stanford Medical Center and its affiliates grow, the computing facility must be capable of economical expansion based on these needs in ways which minimize conversion and transition trauma.
3. Technical Requirements

Estimates of requirements for future computing service in terms of capacity, response time, communications, etc. are based on past experience with existing systems as well as projected new requirements. In the following only the requirements related to this grant application are considered. The major non-administrative computing service offered in the Medical Center has been the interactive, time-shared PL/ACME system. This type of system will continue to be the basic environment for the proposed research in satellite machine support and realtime systems. Thus the evolution of the ACME system is an essential element of this plan.

ACME Background - The PL/ACME system currently runs on an IBM 360/50 computer system shown functionally in Figure E-1. The time-sharing aspects of the system, developed under the previous ACME grant, apportion memory resources to multiple users from a large fixed reservoir (2.1 x 10^6 bytes). Realtime support for on-line experiments is provided by means of interfaces through either an IBM 1800 computer or an IBM 2701 data adapter. From a consideration of the loading history of this machine and related usage data a number of conclusions are drawn.

(a) The time-shared PL/ACME system has been of great benefit in fostering the medical use of computers at Stanford. It is expected that the needs for these services will increase in volume and sophistication.

(b) The 360/50 processor does not have the throughput capacity to provide adequate response service to existing heavy loads and is inadequate for closure of sophisticated realtime loops.

(c) Even with the large core memory available, core limitations impact performance and accessibility. A more sophisticated allocation of resources based on swapping and hardware relocation or on paging is required.

(d) The allocation of priorities to running tasks is too democratic with a resultant impact on applications with critical response timing requirements. Additional sophistication in the hardware and software priority hierarchy is necessary.

(e) Satellite machine programming and communication as well as real time needs will increase in terms of number of machines, complexity of application, aggregate data rates, and number of users. The system must integrate more flexible hardware and software satellite machine support into its repertoire.
More sophisticated usage of the system requires access to additional languages (such as list processing languages), more flexibility in organizing programs in terms of overlays, and more flexibility in overlapping task functions.

Future Needs - Based on these considerations, existing benchmarks for program through-put, and estimated new hardware and software requirements in support of research goals, the following gross summary of facility requirements is appropriate:

CPU: 2-4 times the through-put of the 360/50 with address relocation or paging and an interrupt hierarchy.

Memory: Approximately $10^6$ bytes of memory.

Bulk Storage: $4-8 \times 10^8$ bytes.

User Load: Research (this grant): 20-40 terminals (4 to 6 projects).
Service: 50 - 100 terminals.

Satellite Machine Interfaces: Satellite machines will be used both for remote instrument interfaces and for local multi-processing host support. Capabilities for direct memory sharing as well as normal satellite interfaces to the host as terminals are required.

System Software: The system software must allow effective scheduling and integration of conflicting time-sharing, batch and realtime computing loads.

4. Configuration Topologies

The requirements and priorities for computing services within the Medical Center place conflicting constraints on a computer facility. Some users require continuous, highly reliable service and others want access to develop system hardware and software capabilities which have an attendant risk of system crashes. Still others want sporadic dedication of sizable computing resources with response time constraints, and administrative elements of the computing load utilize software packages which require specific hardware and operating system characteristics (e.g. IBM developed business systems). One can consider a variety of facility configurations to attempt to meet these needs ranging from a large single processor to networks to completely distributed machines satisfying specific local needs.
Single Central Machine - The single machine topology is not a satisfactory solution because the conflicting priorities and reliability requirements cannot be resolved simultaneously in an adequate fashion. Serial scheduling of the conflicting usage is not feasible either because of time constraints. The duty cycle for reliable service support for medical research, clinical service, and hospital administration can be expected to approach 24 hours per day. The requirement for reliability implies more than one machine to guarantee minimum interruption in service.

Network Facilities - Machines of adequate capacity and with applicable software system capabilities exist at a number of nodes on established networks such as the ARPANET. Currently, however, because of the developmental nature of specific facilities or operational constraints, no known node or set of nodes can commit the needed capacity with suitable response time and reliability to meet estimated Medical Center needs. These factors rule out network facilities in the near term for providing computing services.

Distributed Local Computers - The completely distributed system is equally unsatisfactory at present because of gross inefficiency. Rarely can individual users keep a machine fully utilized for most research work proceeds sporadically. Whereas the cost of processors is decreasing dramatically, the cost of peripherals and memory as well as small machine programming is still high. Thus either gross inefficiency results or the individual researcher must make do with a machine of less capability than required. It is not feasible in the near future to completely rely on distributed machines without the necessary ability to synergize and focus large processing capability on specific problems as required.

Dual Central Machine Compromise - This leads to a compromise dual machine topology for the Medical Center computer facility which meets the simultaneous needs of conflicting users. The general characteristics of such a system are shown in Figure E-2. This system allows the maintenance of reliable computing service by shifting system element commitments at the expense of lower priority uses in the event of some failure. Conflicting requirements are resolved through the scheduling of separate processors. The Research and Service subsystems should be of similar configuration allowing interchangeability to achieve reliability for service support. In addition the symmetry of this configuration provides for software interchange in the evolution of the fruits of computing research to a more routine service environment. Economy is advanced by geographic contiguity implying shared operations as well as peripheral and communications equipment.

The service computing subsystem has as its basic design goals the distribution of reliable computing support for PL/ACME time-share users, realtime computing as it develops, small machine support, and administrative computing. This system will be funded on a fee for service basis using the currently projected ACME customer base as well as anticipated network users.
General characteristics of the proposed system

Figure E-2
The research computing subsystem has as its basic design goals the support of work under this grant proposal. These needs include an evolving PL/ACME based system to develop satellite computing support (remote and local) and extended realtime systems in an environment tolerant of developmental system volatility. This system also provides back-up to the service machine in case of failure and allows service system modification without impacting on-going service. The research system will be funded out of this grant if approved and will include provision for documenting and passing developed capabilities into the service domain as they become available.

5. Hardware Selection

a. Main Frame

The selection of hardware elements to carry out the facility plan shown in Figure E-2 requires consideration of several issues:

(a) The current configuration and its suitability or adaptability for future goals.

(b) Alternative hardware systems including capability and reliability.

(c) Alternative software systems including capability and reliability.

(d) User community contributions to software developments.

Current System - As indicated previously, the ACME system is an interactive time-sharing concept implemented on a large memory IBM 360/50 computer. The system as it exists supplies a powerful service to the Stanford community and could supply that service to a broader community given expanded through-put capacity. Such expansion in capacity is possible by incorporating a faster processor with more memory or a faster processor with a swapping relocation core sharing scheme. IBM will eventually make such features available on the more reliable 370 computer line. The current 512K byte memory limitation on the 370/145, however, is not contemplated to be expanded. This would force an expanded implementation in the much more expensive 370/155 or in an old machine, the 360/65-67.

Future Needs - The proposed research in this grant application, based on the PL/ACME system, places several additional requirements on the future system. First, the system must allow interfacing other languages (such as LISP, Assembly Language, etc.) in addition to PL-1 and permit a more sophisticated hierarchical structuring of programs and their interfaces to on-going realtime events. This implies a system which at one level is as easy to use as the present PL/ACME system but which affords, when desired, the opportunity for deeper control of computer functions without having to convert to an entirely new system environment. It is recognized that these levels of user control may endanger system reliability through user-caused software crashes.
Secondly, the original system design did not foresee the proliferation of small machines which has occurred. Our research goals in the present plan include developing effective means for supporting and incorporating such systems in the distribution of computing services. This implies a requirement for more flexible ways of interfacing large and small machines in the form of memory to memory and CPU to external memory linkages. These go beyond the simple terminal or I/O device data forwarding roles currently in use.

Thirdly the design of realtime systems which allow "intelligent" loop closure commitments within time-sharing environments requires in addition to satellite machine interface flexibility, internal machine priority hierarchies, basically hardware implemented but with software control and extension.

Manufacturer Considerations - The size limitations of the 370/145, the high cost of the 370/155, the design age of the 360/65, and design goal considerations, suggest a reassessment of the selection of IBM hardware. This suggestion is enhanced by IBM's currently loose commitments to future time-sharing and realtime system support. The IBM systems provide a primitive priority and interrupt hierarchy and little flexibility in satellite processor interfaces.

From cost, hardware, and software points of view DEC equipment appears attractive. The PDP-10 hardware system (in particular the KI-10 processor) is of moderate capacity approximately comparable to the 360/65 and costs 30% less than the 370/155. The system is expandable to a multi-processor configuration to increase capacity at relatively low cost and has features comparable to those available on IBM hardware. These include soft fail machine check, hardware address relocation and paging (IBM will announce these shortly), and instruction look-ahead. In addition to these features, however, are a hierarchical interrupt structure and direct memory interfaces to satellite machines including other PDP-10's as well as PDP-11, and PDP-15 minicomputers. The software system is efficient and is designed around the integration of time-sharing, batch processing, and realtime computing taking advantage of appropriate hardware features. The PDP-10 community includes many research facilities working on aspects of machine architecture, system development, language support, artificial intelligence graphics, etc. These features of the PDP-10 and the computer science user community appear to be more in line with projected research and service requirements.

Other manufacturers offer hardware which incorporates many similar advantages but these systems lack the evolved software systems and applications packages as well as the large, actively working community of contributors which the DEC system has. Whereas IBM has a large community of users, the present impetus in the directions appropriate to this research are questionable. Thus, based on current information, it is felt that the PDP-10 offers a better technical and more
TENTATIVE INITIAL MACHINE CONFIGURATION

for

Stanford University Medical Center Experimental Computer Facility

"SUMEX"

Figure E-3

*locally built
economical long term posture for the experimental computing facility. This decision implies the judgment that the cost of converting the ACME software to run on a PDP-10 is offset by the longer term advantages expected to accrue from the more sophisticated system hardware and software support. The conversion effort is estimated to take 5.5 man years. A hardware change is painful but is less so the earlier it is made.

Hardware Configuration - The computer configuration as currently planned for the research subsystem is shown in Figure E-3. The service machine could appear as a symmetrical system.

b. Peripherals, Data Channels, and Satellite Computers

Attention is given here to the balance of the proposed hardware system. The RMIUB drum is essential to DEC core swapping software. Certain other facilities are standard: The card reader and punch, line printer and operator's console need no explanation. The TD-10 controller and DEC tape units are necessary for maintenance of the PDP-10 system, hence a minimum configuration is included. 9 track tapes are selected for archive dumps, and some job entry or data interfaces with other computer facilities. A 7 track unit is included as experience has taught us that this tape format is still in use and a research facility must cope with this format from time-to-time.

Data Channels - This computer will quite literally exist for the processing of data from and to distant sites. Thus the remote data channels are of utmost interest. It is not intended to make a research project out of the communication aspects. On the contrary, it is proposed to have a set of solutions that can be implemented promptly and predictably in any laboratory, observing the due constraints of distance, cable, and rates. This service is to include diagnostic means for verification or troubleshooting.

Four classes of external communications are provided for:

1. Asynchronous character. 100 to approximately 400 baud. Suitable for TTY and other keyboard devices, many CRT terminals.

2. Synchronous character. Nominally up to 40,000 baud. Communication is suitable for telephone lines and will use nationally recognized standards. The modems used will be of standard commercial design, the proposed system uses exclusively DEC modems on the central computer end.

The user may use commercial equipment of his choice on his end; however, there will be a unit available that incorporates a small remote satellite computer that is capable of running diagnostic programs to verify data communication to any
remote location. Also this unit will be a "preferred" design for standardization.

3. Binary data channels. Up to 100K words/second. This would be restricted to on-campus connections that have multi-pair cable connections. Probably there would be a 3 pair, 11 pair and 19 pair version with somewhat different maximum speeds.

The Binary Data Adaptors will be locally built. A characteristic is that both ends will plug into a PDP-11, or identical Unibus Models for this exist at Stanford in two versions, the IRL Chemistry-Medical Center connection, and the ACME small computer interface.

Experience with many versions of these interfaces have taught the necessity of having standard service and connections to avoid the repetition of special engineering and resulting difficulty in maintaining service. The configuration of Figure E-4 provides standard service and is a configuration that may be checked by diagnostic software.

4. The need may arise for a superspeed data interface. None has been standardized for this purpose, but provision is being made to access Memory Bus #4 through the MX10 multiplexer for this purpose.

Alternate Ports for Types 1, 2, or 3 Channels - It is proposed currently to bring type 2 and type 3 channels into a local satellite computer. A trade-off exists here between hardware and software costs which will require further investigation. There is no commercial standard DEC service for type 2 to the memory bus or the I/O bus. For this and economy reasons the satellite PDP-11 is indicated. The hardware connection is to the PDP-11 bus, hence the configuration allows flexibility in moving any type 2 or type 3 channel to any of the local satellite computers.

Satellite Computers - To connect a PDP-11 to the PDP-10, the PDP-10/11 interface is indicated. This is a powerful but expensive device. It allows the PDP-11 to use segments of PDP-10 core. The segments allotted, and the interrupt service between computers, is enabled by the PDP-10. The PDP-10/11 interface also allows up to 8 PDP-11's; 4 are included in the present configuration. Incremental PDP-11's are economical and this allows exciting possibilities of small computer arrays for pipeline and parallel processing. This extra usefulness is thus a low priced expansion of the PDP-11/10 capability. The fourth PDP-11 has been configured as a DEC disc operating system. It can be used as a facility in a purely DEC fashion to assist other DEC users and the SUMEX staff in their software and interfacing efforts.
General Options - One of the most perplexing dilemmas confronting configuration planning today is the evolving technology and economy of memories. We have shown our planned configuration incorporating strictly DEC equipment including memory for simplicity. We are well aware, however, that DEC memory is not currently economically competitive and as indicated earlier in the small machine support proposal, the cost of large electronic memories in general is precarious and likely to drop significantly in the next few years. Whereas we must obtain sufficient memory immediately with our machine to allow initial developments, we will carefully consider a variety of manufacturers, incremental expansion, and leasing so as to optimize our posture for taking advantage of these new memory developments as they become available. A corollary problem exists in the peripheral equipment field such as disk drives.

In addition to these component problems several options exist in the design of terminal interfaces and synchronous data interfaces with the PDP-10. These trade-offs involve the relative cost and technical desirability of using a minicomputer interface which could require system software modification as opposed to standard DEC interface systems.

In general, the specification of a particular approach here does not preclude the lease or purchase of an alternate as long as system performance is optimized, the cost is attractive, and the agencies and regulations permit. In fact every effort will be made to search the market for the most effective and economical alternates, consistent with design goals.

6. Implementation Plan

The implementation of the proposed dual machine facility must proceed so as to minimize the impact on on-going service computing. The phased conversion effort is shown schematically in Figure 5. Under this grant, the first PDP-10 machine will be procured and the PL/ACME software converted to run utilizing the PDP-10 time-share monitor functions and relocation features. When this system is checked out, the 360/50 will be removed with the service computing function wholly transferred to a second PDP-10 installed to take its place.

The facility accommodations for the two machines can be made within a straightforward modification of the current 360/50 facility. This modification is consistent with currently approved building plans for a corresponding arcade in the Medical Center; no formal commitment to these modifications has yet been requested from the University.
**Hardware Time Line**

- **1972**: Start follow-on grant
- **1973**: Install First PDP-10
- **1974**: Terminates 360/50 service and transfer to PDP-10
- **1975**: Install Service PDP-10

**Software Time Line**

- **1972**: Plan Conversion and Train Personnel
- **1973**: Convert Software
- **1974**: Test Service Reliability
- **1975**: Dual Machine Operation

*Assumes the selection of a PDP-10 as the service machine.*

**Implementation Phasing Plan**

**Figure E-5**
F. RESOURCE PERSONNEL

The senior personnel associated with this grant's core research activity will include Dr. Joshua Lederberg, Principal Investigator, Dr. Edward Feigenbaum Associate Investigator, and the technical staff with considerable experience in the development of computing techniques.

Among the technical staff currently employed in biomedical computing is Thomas Rindfleisch who supervised image processing development in an applications group in the Jet Propulsion Laboratory prior to coming to Stanford. He played a central role in developing the image processing for the Mariner Mars 1969 Space Photographic missions, which has also been extended to the realtime analysis of Mars photographs in the current (1971-72) Mariner program. These studies have also led to on-going advances at JPL in image enhancement of X-ray images, light microscope images, and other biomedical applications. At Stanford he has been engaged in the design of extended realtime systems for the DENDRAL Project and in planning activities for Medical Center computing in general. His nine years of experience in digital image processing at JPL provide a solid base of capability with which to undertake the imaging portions of the collaborator's projects.

Another member of the technical staff is Gio Wiederhold who led the design and implementation of the ACME time-sharing system. After directing the ACME facility for its initial five years, he participated in the design of a new computer architecture and consulted regularly with biomedical computer users. In the recent past he has assisted a number of new realtime users on the ACME system with their data acquisition problems.

Another senior member of the technical staff is Lee Hundley, who implemented much of the realtime data collection system under ACME. In addition, Lee Hundley has written the assemblers for PDP-8's and PDP-11's which are currently available to ACME users and has supervised the systems development group during the past three years.

Dr. Walter Reynolds has been working in the Instrumentation Research Laboratory for several years and has authored a number of publications on realtime connections of laboratory instruments to computers.

Other members of the ACME computing facility have significant experience in communications, file handling, compiler improvement, graphics, small machine assemblers and simulators, and related fields. Important contributions to the proposed goals can be made by a number of well-experienced staff members.

One member of the systems programming staff will serve as a point of contact on each collaborator's project. We would expect these programmers' loyalties to rest with the collaborator's objectives. It is felt that such an assignment would help to produce good communication and cooperation.

The collaborators who will perform the research for this proposed grant are a group of sophisticated, experienced computer users. Both the medical staff and the programming staff have achieved notable success in the past. The programming staff in the Division of Cardiology, led by William J. Sanders (formerly of the ACME staff), has achieved notable success in realtime monitoring of cardiac catheterization procedures and video image analysis. Chris Constantinou in Urology has spent the past three years studying the movement of the ureter using animal subjects connected in realtime to the ACME system. The Instrumentation Research Laboratory in the Department of Genetics has made major contributions to the DENDRAL and cell separation projects. Included in the IRL
engineering and programming staff are Dr. Walter Reynolds and Mark Stefik. Additional examples of accomplishments by current staff are briefly described in the collaborators’ research statements and the lists of publications attached to the biographical sketches.

Another example of highly significant computer related research at Stanford is DENDRAL. This project has achieved acclaim as an artificial intelligence project performing automated interpretation of mass spectra. A number of publications authored by this group are cited in the collaborative project description and the individual biographical sketches. This research team adds considerable depth to the measure of technical talent affiliated with the proposed resource.

Over these past six years, ACME has had a number of outstanding successes. The initial implementation of a time-shared interactive complex in eighteen months was a feat of some magnitude. The accomplishment of a medium data rate, realtime data acquisition and control system in the framework of a time-shared system is impressive. ACME’s major accomplishment, the education of the user community, can best be appreciated by noting that over 1000 people have attended ACME courses in the past five years. These accomplishments are attributable to the excellence, dedication and motivation of the ACME staff.
G. RESOURCE ACTIVITIES

1. Services to be Provided

This proposal calls for the creation of a research resource called SUMEX. SUMEX will offer services of four types:

a. Central computing hardware (primarily in the form of a DEC PDP-10 system with KI-10 processor, 192K words of main memory and 4 satellite PDP-11's connected via a PDP10/11 interface. See figure E-3.) for use in computer science related research in biomedicine and development of new hardware interfaces to users' peripheral minicomputers.

b. Development of software support under a core research program and software support for collaborative research projects.

c. The resources will provide backup computing facilities for the Stanford University Medical Center Computer Facility.

d. The resource will include a group of people with strong technical skill to support computer-science type research in the biomedical community. Some additional personnel resources which can be shared among several collaborators are planned; the applied mathematician in the budget is one such position.

The SUMEX resource will support research on advanced computer applications. Specific examples of support anticipated are listed in the core research and collaborative projects described below.
2. **Research**

a. **Core Research**

(1) **Satellite Machine Support**

(a) **Problem Statement**

(1) **Limitations of stand-alone small computers.** The primary limitations of existing stand-alone systems are a) the economics of primary and secondary storage and b) the lack of highly sophisticated software. Secondary storage costs for small stand-alone systems tend to run twice the corresponding costs on large systems. Primary storage (core) costs approximately 2¢ per bit for Ampex bulk core memory (i.e., for the 360/50) capable of running at approximately 2.4 microseconds. DEC supplied 1.8 microsecond memory for the PDP-11 costs approximately $3,000 for 4K words or 4.5¢ per bit. The second major limitation of stand-alone small systems is the limited support for sophisticated programming languages and interactive capabilities. This implies that large amounts of effort are spent for software development even in rather simple applications. Some additional limitations are as follows:

(a) Because the hardware investment is low, users seem to have difficulty justifying significant programming effort. Only users with a large number of similar machines can justify a substantial software systems effort.

(b) The manufacturers tend to scale their system software to the smaller end of the line.

(c) Owners of small machines lack easy access to one another's database because their planning has assumed dedicated use of the hardware.

(d) Finally, the software systems do not provide the ability to concurrently utilize a variety of system capabilities. For example, one cannot be performing realtime data acquisition and editing programs simultaneously.

(2) **Attributes of large host systems.**

(a) **Needs not met by satellite systems.** A large host computer can provide an array of services not available to stand-alone small machines in today's technology. Among such services are:

(1) access to large volumes of source programs,

(2) ability to edit them efficiently,

(3) ability to concurrently use multiple system capabilities,

(4) availability of highly sophisticated programming languages and interactive capabilities,
(5) availability of broader line of peripherals, 
(6) shared access to common databases, and 
(7) more extensive software support from the hardware manufacturer.

(b) **Special attributes of larger systems.** Larger systems such as the PDP-10 can directly address large quantities of memory (the PDP-10 can address a directory up to 256K words). The large system has more input/output ports which can operate concurrently. Large machines provide a standard capability for handling scientific calculations (floating point hardware, etc.). Hardware and software systems are currently available for measuring performance on large systems; this cannot be said for most small systems.

(c) **Impact on users.** The objective of this part of the proposal is to provide to the small stand-alone user a link to a larger system. The link will make available to the satellite system services which can be obtained today on larger systems but cannot be obtained today on smaller systems. Thus, the satellite user will have available more sophisticated programming languages, access to cheaper primary and secondary storage, shared database, shared communications systems, backup support for large computational problems, and an overall significant degree of labor saving. In today's computer environment, most users can expect to spend two or more times their hardware investment for software development. The trend of this curve is to increase software costs relative to hardware (some say geometrically).

Small machine users have adopted patterns of thought which were appropriate to dedicated stand-alone systems. Part of the mission of this grant will be to demonstrate the feasibility of broader services which could be available in satellite mode and to expand their decision-making analysis to include more flexible and sophisticated computing services. If successful, the program should also enable the medical user community to save a considerable cost in hardware and software. Most satellites would no longer require an extensive collection of peripheral hardware.

(3) **Anticipated direction of some technological innovations.** Given the rapidly expanding market for computer-based applications and cost-effective hardware systems, major development effort is being expanded in the industry for the development of new techniques. Intelligent planning requires cognizance of the most likely near-term advances in relevant technology, involving the following:

(a) **Primary storage.** Very low cost primary storage will become available quite soon. The costs associated with integrated circuit memory can be expected to reach less than 1/10 the cost of the current MOS systems. The primary reason for this significant drop in cost is the removal of the high labor content of current core technologies. Currently, MOS costs are close to those of core memories, despite the fact that it is a very recent development and still heavily burdened with development costs.
(b) **Secondary storage.** Secondary storage systems are being developed which will have faster access times and transfer rates and higher density on the storage media. Current secondary storage technology involves physically rotating memories with inherent mechanical complexity and high costs of achieving the tolerances required and of maintaining the system once installed. Major breakthroughs in the current technology bottleneck appear possible through development of magnetic bubble memories and charge coupled devices. In terms of information made public to date, Bell Telephone Laboratories seems to be spending the largest effort in both of these new non-mechanical approaches to large data storage devices. Corollary efforts on the parts of other manufacturers have a very low profile at this time.

(c) **Low cost general purpose processors.** The recent development of large scale integrated circuitry makes possible today the building of general purpose processors at very low costs. For example, ITEL Corporation now has an 8 bit central processor (designed with MOS technology) available on a single chip. The cost of such a component is expected to drop below $50 within the next year. It is of greater sophistication than a PDP-8, although 10 times slower. We anticipate that such developments will lead to new small computer organizations incorporating large numbers of such central processing units dedicated to a variety of applications. Of course this is but one element in a system, the balance of which includes significant cost components. The impact of this change cannot be postponement of solutions needed now. We can cite two recent examples of the development of special purpose processors which support applications on a general purpose computer. The Berkeley Computer Corporation, BCC-1, incorporated a number of micro-processors which were assigned tasks such as:

1. file management,
2. drum scheduling for a large swapping drum,
3. terminal input/output and control of remote communication links.

In order to process large volumes of experimental data in realtime, Professor M. Schwartz of Stanford University (SLAC) is developing parallel processing hardware which can be attached to a PDP-11 processor via the unibus. This hardware allows multiple operations to be performed at a high speed. One can add two 16-element vectors together as one parallel operation. As well, one can compare 256 data points with one common value and determine which of these 256 entries is greater than this common value. This special purpose processor is extremely inexpensive and compact. Yet it provides high speed execution of many parallel operators such as those found in the APL language.
(d) **Microprogramming techniques.** Currently, several small computers permit the modification of their instruction set utilizing microprogramming techniques. For example, the Hewlett-Packard 2100 permits the extension of its instruction set by reloading alternate or modified versions of the basic micro-program. We visualize many applications in the area of data processing, communication control, and data compression which would gain substantially from new instructions specifically designed to improve the throughput of these operations. Previous studies of the implementation of microprogram techniques have indicated one to two orders of magnitude improvement in the handling of special problem areas such as communications control.

(e) **Interactive graphics hardware.** The development of low-cost interactive graphic hardware is anticipated in the near term. Today, a display scope, vector generator and keyboard costs on the order of $6,000. We would expect this cost level to be reduced to the $1,000 to $2,000 range in roughly three years. The primary reason for the price reduction is mass production coupled with lower component cost.

(f) **High speed remote links.** High speed remote links will become available as conventional communication industry services are extended. Current networks such as APRANET and TYMNET are initial entries into this general utility field. The Bell Telephone System is currently testing a 500,000 bit per second line and will offer experimental lines at this rate. We do not contemplate early connection to such networks, but are watching their evolution closely as a future option.

(g) **Time multiplexed ring.** The introduction of a commercial time multiplexed ring for digital communication started approximately three years ago in the form of the Collins C-System. This concept carries the potential of offering very high data rates at very low costs for inter-device communication. The data rates are sufficiently high that one could consider sharing memory among several satellite processors. It also provides a framework in which a number of satellite systems can be assigned selected portions of a common task. This concept may provide a redundant communications path among a large number of instruments and satellite machines throughout the Medical Center. A related development could well be a simple integrated circuit interface making it possible to inexpensively connect devices to the ring. Perhaps, smaller subrings could be installed to individual laboratories. This ring would interconnect many experimental devices to one or several of the satellite computers. We believe that such a system would greatly reduce the problem inherent in interfacing large numbers of individual experiments to small satellite computers. The time division multiplexed ring may be compared to the PDP-11 unibus. The control features and inter-device communication paths are quite similar. The major difference is in the time division nature of the proposed ring which simplifies multiple
highspeed communication over a single path and also requires only one interconnecting wire rather than the number of wires in a PDP-11 unibus.

A time multiplexed ring on coaxial cable would have desirable characteristics for connecting satellite computers. This would provide a daisy chain in which very high data rates could be accepted. It would also provide a very reliable hardwire connection. In addition to the possibility of replacing fixed head disks with core on a ring, one can hope to replace small expensive fixed head disks with a few large moving head disks.

(h) Reliability. One general result of technological innovation will be substantial improvements in hardware reliability. This is a key point relating the use of satellite systems to the medical environment. Improved reliability can significantly impact the architecture of future medical systems.

(i) Satellite software. As the problems of inter-device communications approach solution, we could expect to see satellite processing units designed to handle higher level languages efficiently. There are several examples of powerful high level language processors currently available from computer manufacturers. The Burroughs B 1500 provides specialized microcomputer support for COBOL, ALGOL, and systems programming applications. The SYMBOL machine developed by Fairchild utilized many cooperating processors to provide a high level language environment. These processors were dedicated to the tasks of syntax analysis, storage management, garbage collection, and input/output handling. Also, commercially available is the Hewlett-Packard System 3000. It too provides a machine organization optimized to support a higher level language processor. A processor for APL is under development at the University of California at Berkeley. This system utilizes special microprogram techniques on a Digital Scientific Corporation META 4 computer.* Each of the systems we have mentioned attempts to reduce overall software costs by incorporating special features and language oriented architecture within a satellite computer.

(b) Background and Rationale

(1) Current environment for satellites in S. U. Medical Center. Stanford Medical Center today has approximately two dozen small stand-alone computing systems. They range in size from PDP-8's with 4K of core to a Sigma 3 with 32K of core. Some systems are being established to provide routine service. Examples of this include a Sigma 3 in the Clinical Laboratory, PDP-11's for Drug Interaction service in the Hospital Pharmacy, and an HP 2116 for physiological monitoring in the Catheterization Laboratory, and an HP 2100 being prepared for monitoring in the Cardiac Care Unit. Some of the research applications which currently use mini systems include PDP-11's for control of data acquisition and mass spectroscopy,

two PDP-12's for realtime data acquisition research in Cardiovascular Surgery and Psychophysiology, a number of PDP-8's and an HP 2116 for research in Psychiatry and Cardiology, and an HP 2100 for realtime data acquisition from nuclear cameras for the Division of Nuclear Medicine. A number of these systems will be connected to the ACME system during the summer of 1972 via a new small machine multiplexor interfaced to the 360/50 by a 16 bit PDA port on the 2701. A few have been connected to ACME in the past via the IBM 2701 and 270X. Research groups in the Medical Center have hired approximately 20 scientific programmers (exclusive of the ACME facility staff) to work primarily on new applications. In addition the ACME Computing facility has a number of programmers well versed in small machines. ACME is used as a consulting source by a number of the small machine users in the Medical School.

(2) Initial approach in software. The small machine support development effort will initially be concerned with providing sophisticated software support for existing hardware in the Medical School. Specifically, it is our intention to provide a large number of new services for PDP-11 users and HP 2100 users. The new services will be software extensions to the systems currently provided by DEC and HP. For example, satellite machines will be given the ability to read and write files on the disk attached to the large host system, to communicate with other satellites in the network, and to prepare most of their software from a terminal connected to the host.

(3) Incorporation of new hardware techniques. In addition to the task of adding software to better serve existing satellite computers, it is our intent to integrate the new hardware technologies listed above within the Stanford medical environment. One possibility would be the modification of the HP 2100 system using micro-programming techniques.

Historically, the manufacturers of small computing systems have been slow to provide software support for new hardware technologies. Although DEC has announced its PDP-11/45 with memory segmentation hardware, no operating system has been announced to make use of this new feature.

One reason for selecting the PDP-11 as the primary small system to be supported under this program is the expectation that the PDP-11 family will continue to be the primary focus of DEC support over the next several years in the minicomputer market and that it will have broad acceptance. This market acceptance in turn will lead to new technological innovations being made compatible with this particular line of hardware. Two examples of hardware support needed for the PDP-11 are

a) the ability to execute programs in PDP-10 core from a PDP-11 and
b) the ability to utilize PDP-11's as links in a network.

C. G. Bell of Carnegie-Mellon is currently developing a computer network utilizing a large number of interconnected PDP-11's which share one common extremely large primary store.* This system is being

constructed in order to provide an appropriate computer system for the realtime processing and recognition of human speech. Their proposed system appears extremely economical and well thought out. It provides a highly reliable environment in which a large number of small processors can intercommunicate and cooperate in the processing of a realtime analysis. The results of their research may have a significant impact in understanding the benefits or problems in interconnecting large numbers of small satellite processors.

Finally, the overall goal of intelligently managing large volumes of source data in a realtime environment, and processing large bursts of data with highly variable content and significance, will require coordinated and sophisticated use of small computers operating as satellites to the large host machine. No major computer manufacturer appears to place the solution to this problem high among the list of software support goals. For example, much of the realtime support being developed in the computing industry today is designed to support industrial manufacturing processes which do not in general have high burst data rates and sophisticated computational requirements.

Resolution of specific goals with collaborators. Early in the process of scheduling specific small machine support tasks, we will engage ourselves in extensive discussions with collaborators to determine which of their needs carry highest priorities and which of our proposed services should receive highest priority. A firm understanding of the user's environment is essential to the small machine support team. It is our intent to avoid the common pitfall of finding the solutions for which no known medical problem exists. This can only be done by close cooperation and collaboration with our prospective users. No large research tasks will be undertaken in the area of small machine support until a collaborator has been identified with a specific set of requirements to be met. This position does not prevent the development team from attempting to raise the horizons or expectations of the potential users.
(c) Methods and Procedures

(1) Satellite system software support

(a) Assemblers. The advantage of providing assemblers on the large host machine is that satellite users are permitted to flexibly save, edit, and assemble source programs for new applications. In addition, they have the advantage of better error diagnostics in far less time than is the case on their dedicated systems. At present the ACME system supports assemblers for the PDP-11, PDP-8 and the IBM 1800. (This will be extended to include the HP 2100.) The existing assemblers will be updated from time to time to take advantage of the extensions to the manufacturer-supplied operating systems as described below.

(b) High level language support.

(i) Machine dependent. We can simplify the code generation process while maintaining highly efficient execution on the satellite processors by introducing new languages modelled after PL/360 or BLISS. The applications programmer will be able to obtain optimal machine code without the need to be concerned with all details of architecture of the hardware upon which he will be running. The programmer is not prevented from inserting machine language where he feels he can improve upon the facilities provided. Over a five-year period, we would expect to spend roughly two man-years on this effort. Carnegie Mellon has produced a BLISS-11 and CERN Laboratory in Switzerland is producing a PL/11. We will select the best support from among several such development efforts and make them available at the Stanford Medical Center. We will not concern ourselves with the provision of standard language support in small machines as this is already being undertaken by manufacturers and others.

(ii) Machine transparent. The second class of non-machine-oriented language support deals with non-standard languages such as APL, SNOBOL, and LISP. Providing a subset of APL is highly appropriate for satellite machines. We intend to define new APL-like primitives and couple them with a subset of existing APL primitives to provide a high level language support for realtime medical computing. We want to make available an interactive language with user-oriented runtime diagnostics, simple language structure, and the ability to modify programs without complete recompilation or assembly, coupled with graphic output. Some examples of such primitives are:

a. Smoothing primitive. This primitive would employ a number of arguments such as window size, resolution, convolution function, or other user-supplied arguments. The second parameter would be the new data. The primitive would return smoothed data as its value.
b. **Peak Extraction Primitive.** This would return the coordinates of all peaks found above a threshold provided as a parameter by the user. If the data provided is a vector, the primitive would return the set of index values at which the function attains its peaks. If the data are paired coordinates (the first being the data point and the second being, for instance, time) then the primitive would return the peaks and times, possibly interpolated between two time values.

c. **Curve Fitting Primitive.** The parameters associated with this primitive would be data and name of a system or user function which would provide the shape of the curve to be fitted. The primitive would search for the parameters to the function which provide the best fit among the user supplied data points. The user function will automatically handle fitting of overlapping peaks as a natural outgrowth of the nature of the APL language.

Some of the current APL operators which would be very useful in a realtime environment include matrix manipulation, sorting, bit manipulation, and conversion of raw BCD data to binary by using the encode operator.

(c) **Realtime applications module library.** Some of the items expected to be provided are the following:

(i) **Data collection routines.** These would include automatic sampling of selected data channels at user specified breaks, interrupt driven data collection, and automatic scheduling of resources on the inter-computer communication network.

(ii) **Data compression routines** such as the Aztec procedure developed by Dr. Jerry Cox for compression of EEG data at Washington University in St. Louis.

(iii) **Input/Output buffering routines.** These routines would automate core management since, due to the great variability of data rates, a sophisticated scheme is necessary. Extensive effort will be needed in this area because manufacturer-supplied operating systems have not addressed themselves to the high data rate, burst mode, realtime data collection problem. The intelligent management of such data streams will require innovative techniques in core management.

(iv) **Peripheral handlers.** We wish to provide a standardized approach to unique peripherals similar to that currently provided by the manufacturers for standard peripherals. The newly developed peripheral handlers (for instruments such as mass spectrometers and gas chromatographs) can then utilize a standard interface to the operating system.
(v) **Communications protocol with host computer.** User programs would interface to the communications network via routines present in the applications library. The detailed operation of the communications system need be no more apparent to the user than the details of a disk or tape controller would be.

(vi) **Debugging packages.** Along with all the new facilities outlined above, we must provide the user with a complete set of debugging packages for realtime control systems. This function is essential in any realtime environment, where any one of several links in the total chain may prevent satisfactory operation. The ACME facility has consistently found it difficult to identify just which link in the chain is defective (despite the best efforts of good engineers and programming talent!).

(d) **Extensions to manufacturers supplied operating systems.** Handling realtime functions and using multiple processor configurations are two examples of activities contemplated here which are not covered by current operating systems but are needed in our labs. Our computing objectives cannot be met without extensions to what exists. For example, DEC permits several PDP-11's to be connected via Unibus links, but no multiprocessor software is provided for this (marketed) configuration. The particular problem areas where extensions are required have already been described above.
(2) **Computer to computer communications.**

(a) **Data transfers.**

(i) **To share peripheral equipment.** Software support should exist to make possible the sharing of peripheral devices on a host computer with all satellite processors. For example, high speed printers on the host should be accessible to data collections or data analysis programs on satellite systems. Similarly, results of data analysis on host machines should be available at printers connected to satellite systems. It is hoped that our commitment to software support for shared peripheral equipment will reduce the overall number of peripherals required in the Medical Center.

(ii) **To move data to other systems.** Data transfer software support will facilitate transfer of data collected on minicomputers to the host system and vice versa. In some cases, an intermediate system will serve as a store and forward device. In this way users will not be dependent upon the availability of the large host machine for long term data collection problems. A specific example of data transfer among satellite systems is the need for sharing of information between Clinical Laboratory and Pharmacy systems. The interpretation of a certain laboratory result could be influenced by the knowledge that a given drug had been administered prior to collecting the laboratory specimen.

(iii) **Loading of Object Modules.** Software support will be developed so that object modules can be loaded to satellite machines from the host machine. In this manner, satellite machines avoid the necessity of loading object modules from paper tape or other more expensive peripherals.

(b) **Controlled interactions.**

(i) **Start satellite machine (IPL) remotely.** Code will be developed to permit the startup of a satellite by a program in the host machine. The satellite in turn could be programmed to start up various laboratory instruments. The benefits of such a procedure are to permit control of experiments from one terminal and to enforce a common chain of events in the startup of each day's operation in the laboratory.

(ii) **Detect failure of other systems.** The host machine can be programmed to detect failure of satellite systems and satellite systems in turn can be instructed to detect failure of instrumentation. In the case of communications systems, failure detection is essential so that control of the communication system can be passed to an alternate source. The same will be true for some physiological monitoring systems.
(iii) Network management. Comtec, Honeywell, CDC, and Tymshare have devoted considerable effort to programming intelligent machines to handle network management tasks. It is not our intention to duplicate this effort. However, we may wish to supplement the existing network management programs by adding real-time support functions. One possible step in networking will entail the installation of a long-distance attachment for the ARPANET IMP. An IMP exists on the Stanford campus at the Artificial Intelligence Laboratory directed by Dr. John McCarthy. The long-distance attachment for an IMP is being designed at U. C. Santa Barbara. Assuming that the design will work, it may provide a relatively inexpensive connection to the ARPA Network. The hardware costs exclusive of "lease" line will be approximately $15,000. At this time, we have elected to study the networking opportunities without further commitment.

(3) Data manipulation.
    (a) Data collection

(i) Feedback to local controllers of real-time data flow. Intelligent management of large volumes of data implies an interaction between the initial data received, the long term goal, and feedback to the experimental apparatus. The closed loop situation is one in which special benefits should accrue as a result of the small machine support effort. Development of heuristic processors in models should permit increasing amounts of feedback to local controllers for instrument adjustment, calibration, and data management.

New predictive techniques could aid in image processing. In classical digital image processing, an image is first digitized to be in a machine readable form. This requires $10^3$ to $10^7$ bits, depending on the requirements for resolution and gray scale. At this point, data compression methods are often applied to reduce storage and computational requirements. This may result in compression factors of two to ten. These actions require additional computation and only serve to make the data manageable, rather than to extract information from it.

Another approach is to record only those elements of an image which differ from the previous image. This reduces the amount of data but still does not recognize the fact that for a large class of images (e.g., a beating heart) the position of the elements in a new image can be predicted with a high degree of accuracy, knowing the time between images, scale factor, and direction over the past few images. Since this is true, a significantly reduced number of data points need be taken to refine both the prediction and the model used to make the prediction. Gross deviation from a well established model might be used to indicate a pathological condition.
It is felt that this approach to image processing helps to reduce the gross data handling requirements to a manageable level. It concentrates required complex image analysis algorithms on that subset of the raw data worthy of attention. By using such methods, we feel that significant results can be drawn for a class of problems of biological interest.

(ii) **Multiple paths to large files.** We plan to provide multiple paths to large files from satellite computing systems. In this way, we can guarantee access to the large files for a 24 hour day, seven days a week period. Only by providing assurance on this point can satellite machine owners be convinced to assume the risk of minimizing their local dedicated configurations and depending upon shared use of larger resources.

(iii) **Store and forward system.** One satellite in the system may be dedicated to real-time communications management and interim storage of real-time data. The primary rationale for having such a facility is: a) to guarantee better response time, b) to provide larger storage capacity than would be feasible for each of the experimenters connected to the system, and c) to assure continuous availability either from the host or from the store and forward processor.

(b) **Data analysis.**

(i) **Multiple processor allocation.** Optimal use of the resources available in a large system implies that repetitive tasks should be handed to less expensive processors dedicated to a more limited range of tasks. It is our intent to demonstrate that selected subroutines which are frequently used in a real-time environment can be passed to a satellite processor for execution, thus freeing the host machine for other tasks.

(ii) **Software support for special hardware.** Special purpose devices such as Fast Fourier Transform hardware, matrix multipliers, and graphics aids can be supported for satellite systems. One can make a specialized device available to more than one user's laboratory while at the same time limiting the software investment for its use.

(iii) **Interactive graphics.** Graphic interactions with real-time data streams is essential in the rapid interpretation by man of "what's going on". The objective of this effort will be to provide a smooth human interaction with graphics devices in both directions (man-to-machine and machine-to-man). The anticipated decrease in cost of graphics stations is likely to increase significantly the demand for this service. Common generalized software for support of such instruments can provide an important savings in programming manpower.
ACME currently supports a variety of graphics devices in a flexible manner. All graphics devices are treated as real-time output devices. Associated with the description of output devices on a real-time line are the programs that convert a graphic description into the detailed control sequences required for device operation. The user needs only to change the destination number parameter in his graphic output calls and the identical user program will drive any of the graphics devices available at ACME.

The devices currently supported are:

a) The ACME TV display (high precision, refreshed by an auxiliary core memory).

b) Tektronix 611 storage tube displays.

c) Calcomp and Houston incremental plotters.

d) General Purpose Graphics Terminals.

In addition to supporting other display types as they become available, ACME is planning to extend support for graphics activities in the following ways:

a) Development of interactive generation of display programs. The abstraction of a planned visual image into display-driving statements is not always obvious or easy for medical researchers. Computer languages such as PL/ACME, while providing all the required capabilities, do not express the two dimensional nature of graphs very clearly. A question and answer communication between computer and user is being prototyped which will generate the required instructions using decision trees which systematically reduce the alternatives of choice. The resulting protocols can be saved and subsequently modified as desired.

b) Current display support has been mainly oriented toward graphics. The General Purpose Graphics Terminal has the capability to handle text. This facility has been made available now to General Purpose Graphics Terminals users, but it should be made equally available on the other devices supported in graphics mode, which now have only limited text capability.

Satellite performance measurement and evaluation. Very little has been done in the area of performance measurements for small computers. We feel that there is much to be gained from activity in this area. Both hardware and software monitors will be investigated.

It is known that most programs spend a large amount of time executing a small percentage of their total code. The classic approach to increasing a program's efficiency is to locate the most used code and
recode it in the most efficient manner available. If a program is to be written in a higher level language, the ability to "tune" with performance measurement tools may make code generated by a sub-optimal compiler (which many small-machine compilers are) acceptable.

Such monitors are also valuable debugging aids. The sorting out of a sequence of randomly occurring real-time events can be an almost impossible task without some monitoring ability. Excess time spent in error recovery can be located and corrected. Inadvertent loops may be detected by monitoring.

It is felt that this type of support for the satellite machine falls into that class of activity which needs very much to be done, but which the individual mini user cannot afford to do.
(d) **Significance of satellite machine support.**

1. **Remove the limitations in users' laboratories:** Current satellite machine users continuously encounter physical limitations in their hardware, such as lack of core, lack of disk space, lack of registers, inadequate cycles, lack of generalized data acquisition, reduction and analysis subroutines, and problems associated with interfacing hardware to experimental apparatus. The proposed research program and satellite machine support will help to overcome most of these limitations.

2. **Reduce effort required of experimentalists:** The application of standard interface hardware to the extent possible will reduce the amount of active involvement of the experimentalist in this problem. Furthermore, availability of tried and tested software for handling many of the problems frequently encountered in data acquisition situations will allow him to select from a library those elements which he needs. Additionally, the local satellite machine group will be aware of routines developed elsewhere in the country through DECUS and other user groups. As the relative investment in software becomes far greater than hardware, the impact on the user of extensive satellite machine support will be great.

3. **Effective easy access to shared data:** Computers can truly be used as a means of sharing knowledge when the large volumes of machine readable data can be shared with trivial effort on the part of the user and at acceptable costs. Sharing of data among Clinical Pharmacology, Hospital Pharmacy, Infectious Disease Laboratory, other clinical laboratories, and physicians is currently being requested but has not been provided other than through manual transport of magnetic tape. In the research area it is felt that new algorithms, models, new graphics techniques, and other developments will be shared throughout the community more quickly with improved communications and file access systems.

4. **Integrate benefits of small and large systems:** Both the small and the large systems offer unique benefits. The objective is to realize the synergism believed possible through the marriage of small and large systems.
(2) Extended Realtime Computing

(a) Problem Statement and Objectives

State-of-the-Art - Applications of computers have developed over the past ten years which involve the interaction of computer systems with various aspects of medical research. Computers are used in a broad spectrum of ways in support of the acquisition of raw instrument data, the reduction and standardization of data quality, the interpretation of experimental information and building of models, and finally the design of new experiments to test the models. Historically computers have performed simple supporting tasks such as prescribed data logging procedures and reduction computations with human investigators carrying out the higher level processes of adaptive system control as well as theory building and testing. In most cases errors arising from simplistic computer processing of the data are detected and corrected by human intervention. Typically the computer does not have access to a model of what it is doing to evaluate its success or failure. In applications involving relatively small amounts of data which can be collected simply and analyzed without severe time constraints, this division of labor is satisfactory and economical. Indeed this separation is to some extent necessary because computer programs are currently incapable of many of the complex reasoning and creative problem solving processes necessary for medical research.

Limitations and Future Needs - There is an increasing number of situations, however, for which this type of open loop or loosely closed loop solution is infeasible or unacceptable. The requirements for more automated loop closure may grow from a variety of circumstances such as:

(1) Human boredom with making large quantities of precise, detailed measurements.

(2) Experiment time constants allowing the collection of only a subset of possible types of available information requiring judicious on-line selection.

(3) Economy of extracting small sets of significant information from large quantities of raw data.

(4) Adaptive experiment optimization and control requirements too complex or rapid for human response.

(5) Large and complex information bases or models difficult for human manipulation and analysis.

A variety of examples can be listed of applications facing these problems today and most certainly increasing demands on computing capabilities of this kind will arise in the future. Such fields include image processing and perception (microscopy, radiology, ultrasonics, etc.).
stimulus/response experimentation (neurophysiology, anesthesiology, etc.); analytical instrumentation (gas chromatography/mass spectroscopy, x-ray diffractometry, etc.); and interactive system and data modelling.

**Intelligence Requirements** - Characteristic of these problem areas is a requirement for more and more "intelligent" handling of information within appropriate time constraints. The term "intelligent" is used to imply autonomous and adaptive performance of necessary operations. In becoming autonomous the computer must take advantage of the dynamic characteristics of the input data and extracted information as well as previous or evolving problem solutions to economically produce accurate and reliable results. In the simplest form, the computer has a model of its environment relative to the task it is performing and uses derived measures of success or failure to optimize performance. In the longer term more sophisticated reasoning and inductive processes are applied to an information base.

Difficult conceptual and implementation problems exist in designing intelligent information handling programs for computers. Beginnings have been made in developing such capabilities in a few applications. Much more work is necessary to improve program capabilities and reliability as well as to explore wider application areas in medicine.

**Computing Requirements** - As the sophistication of computer processing of information increases, so does the requirement for intensive usage of large computing resources. These requirements are typically applied over relatively short or sporadic periods of time. In effect each such application requires a large dedicated capability for high demand on-line work and a less responsive time-sharing or batch support for off-line or developmental work. Thus the extended realtime user is faced with the dilemma of needing to control for short periods of time a machine of a capacity that does his job but which he cannot afford or justify having totally dedicated to his work. Methods for providing this type of service economically must be developed.

**Research Objectives** - The overall objectives of this portion of the proposal are to develop a computer resource to investigate a range of problems associated with extended realtime computer applications in medicine including:

1. The utilization of intelligent methods of information handling to increase system effectiveness and reliability and to allow the solution of problems which are unmanageable by brute force techniques.

2. Methods for organizing and delivering large capacity computing power to extended realtime users within required time constraints and within the context of complementary time-sharing and batch machine utilization.
The short term objectives will be to fashion solutions to specific problems among a small set of collaborators. In the longer term more general methods for dealing with larger communities of users may become apparent. Experience has shown that progress with automated computer systems is difficult with success depending on the careful selection of problems as well as techniques. It is recognized that considerable differences exist and indeed must exist in hardware and software needed to solve specific problems. It is not our goal to attempt to force the solution to all problems within a rigid framework but rather to exploit the aspects of commonality between applications while explicitly allowing for necessary differences.

(b) **Background**

**Realtime Experience** - Many laboratories are working on developing on-line experiment support. At Stanford the ACME computing resource has had as one of its objectives the development of on-line, realtime instrument support capabilities in a time-shared environment (ref. 4,5). This system has had success in servicing laboratory instrumentation primarily as a store and forward data logging service followed by near realtime reduction processing. Experience has been gained in a variety of on-line applications including the measurement of heart function parameters (refs 6, 9-12), respiratory function parameters and interactions (refs 1, 14), electroencephalogram correlations (refs 7-8), urinary function parameters (refs 2-3), and the design and application of gas chromatograph/mass spectrometer data systems (ref. 14).

**Automated Systems** - A number of application problems have arisen in the course of this work where significant autonomy in the computer handling of information is required. Specific examples include the quantitative analysis of cineradiograms (cardiology and urology), electroencephalograms, and mass spectograms (see the succeeding collaborative experiment descriptions). Without computers the quantitative utilization of these sources of information would be infeasible. Our experience in the design of automated mass spectrogram interpretation systems (see Section G.2.b.3. for Dendral references), and image processing systems (refs. 21-22, 31-32) indicate two types of problems will be important: First the design of algorithms to accomplish the required information extraction and second the design of algorithms to assess system performance to optimize information quality. Most such systems are complex and display highly abstracted versions of the source information as results. Unless models are available to check the quality of intermediate processing stages, subtle losses or distortions of the information may result leading to misinterpretations. Both types of problems are difficult, application specific, and require intensive computing resources.
Closed loop problems are under consideration in a variety of applications either with largely dedicated computer systems or with shared machines where loop closure time constants are flexible. Examples include image processing and pattern recognition systems, analytical instrumentation systems, robot systems, spacecraft operations, and military systems.

The DENDRAL programs at Stanford are able to infer the structures of complex biological molecules from mass spectra without human aid. Further work is under way to automate the computer extension of the domain of mass spectral problems it can solve. Highly autonomous robot systems such as SRI's SHAKEY (ref. 23) and the Stanford Artificial Intelligence Hand-Eye Project (ref. 24) are able to completely solve "simple" problems based on initial goal selection within geometrically structured environments (such as stocks of cubes). Pattern recognition systems dealing with more amorphous environments such as bubble chamber tracks (ref. 25), karyograms (refs. 26-28), or radiograms (refs. 29-30) must either carefully select samples for processing or rely on manual intervention. Much work remains to be done in automating computer applications to medical problems. We will draw upon related research as appropriate in our work.

Impact of Small Machines - Closed loop experiments on ACME have been limited to relatively low rate interactions or non-real time closure because of capacity constraints and usage priority conflicts. These difficulties with central machine support have led to an increased use of "mini" computers dedicated to each particular laboratory environment. For a variety of economic and technical reasons this experience is common as witness the tremendous market which has built up around small computers over the past few years. The trend of servicing laboratory instrumentation with local minicomputers is unmistakable and numerous self-contained instruments with supporting data systems are available commercially.

Small Machine Limitations - Small dedicated computer systems provide highly flexible data logging devices and perform straightforward data reduction tasks as well. A machine restricted in memory, peripherals, and instruction flexibility, however, must exercise many short-cuts to achieve results. These short-cuts restrict system adaptability and limit the domain of data-interpretation algorithms which can be employed.

Such limitations are offset by incrementally expanding "small" systems by adding special features such as floating point instructions or relatively expensive memory, disk, and other peripherals. The result is an increasingly expensive piece of general purpose equipment dedicated to a task, and inefficiently used.

Our experience has shown that such data systems, built around small machines, are adequate if limited realtime demands exist. The presence of a human being in the loop to make control decisions and adaptive adjustments is essential in many situations. More demanding applications, however, require the examination of more parallel system hardware and software configurations designed to balance the economy and capacity of central and distributed machines.
Related Efforts - Much effort has gone into designing fast computers by overlapping the micro-execution of program elements. Simultaneous operations on various elements of a computing load have been achieved through the design of special peripheral devices such as correlation processors and Fast Fourier Transform boxes. More flexible hardware devices may be designed using Clark's macromodules (ref. 15) or microprogrammed machines (ref. 16).

The coordinated use of clusters of small machines sharing memory and peripheral devices is being investigated by Bell (ref. 17, 18). This approach offers considerable long term potential when coupled to appropriate software capability. Software support must be available to effectively focus and manage such an array in a multi-user environment.

The proposed research in this grant does not have as its aim extensive research into computer architecture. Rather we will draw upon related developments in these areas (commercial and academic) as available for our specific medical applications.

Efforts are being made to provide support of remote computers by larger host systems. A number of manufacturers have available Assembly Language processors for minicomputers which run on larger hosts. IBM is developing a Distributed System Programming (DSP) system (ref. 19-20) which provides for communication of programs, data, and control information between a number of remote System 7 machines and a host. The announced capability of DSP is a 134 baud communication rate and no usable realtime priority structure in the host. The data rates of interest to this proposal are 3 to 4 orders of magnitudes higher.

(c) Rationale

The underlying rationale of our approach to extended realtime problems in medicine is based on the concepts:

1. For problems involving large volumes of data or complex instrumentation and analysis procedures, the computer becomes a more powerful tool the more reliably, adaptively, and accurately it can perform necessary tasks without need of human supervision.

2. The integration of coordinated satellite machine capabilities with time-shared host facilities offers an effective and economical method for providing required computing resources among intensive users.

Automation - Most laboratory instrumentation data systems consist of the elements shown in Figure G-1 or some subset of those elements. In many cases human beings perform some of these functions directly in order to introduce adaptability and reliability. Inherent in the human performance of these tasks is a feedback situation where the results of an operation are evaluated in terms of "reasonableness" to verify the degree of success with which the task is performed and to
modify the operation as required to optimize the result. Without this model for what constitutes an appropriate range for the process outcome, the human being would be no more reliable than the blind computer.

In situations where the human being cannot directly perform these functions, methods for automating the computer performance of such tasks must be developed. Such methods depend upon extending the underlying processing algorithms to include methods for adaptation, performance evaluation, and feedback optimization of processing parameters. Models by which the computer can judge and modify its performance can be based on physical models of the instrument or data source, heuristic models of the environment, or guidance from previously developed problem solutions. In the near term these models are defined by human control. In the longer term more autonomous computer organization of its problem domain will be required.

**Computing Support** - The use of remote and local satellite processors about a large host system with shared large core and peripheral equipment allows the economical expansion of parallel processing capacity and the efficiency benefit of sharing costly system resources. The general topology which we plan to use is shown in Figure G-2. This type of system can be constructed from available hardware and can take advantage of new developments underway at other locations. The satellite machines can be thought of as flexible building block processors which can be organized and programmed to support critical realtime projects while the main system acts to coordinate overall operation and provide less critical time-share, batch, and realtime service. These machines can be readily reconfigured by software to support various realtime tasks as needed and thereby are more efficiently shared among sporadic users. As necessary dedicated use of a satellite processor in a particular application such as a special instrument interface, is encouraged. Incompletely used and sharable resources are spread across a broader set of users.

(d) **Methods and Procedures**

Our approach to investigating extended realtime problems will be to set up a computing resource configured to meet anticipated extended realtime requirements and to select a set of problems in conjunction with a collaborator community with which to experiment with specific solutions. These problems will be selected to draw upon the expertise available in the Stanford medical and computing communities and to offer significant promise for application of these methods. It can be expected that the complement of problems under attack will evolve as successes and failures are encountered. In the longer term, attempts to generalize analogous solutions will be made. Significant progress remains to be made in the exposition of particular solutions,
however, before this will be possible. The initial complement of collaborative problems includes:

2. Constantinou: Cineradiogram Studies of the Ureter.

The backgrounds and proposed approaches to these research applications are contained in corresponding succeeding sections of this proposal.

The computing resource will be built around a PDP-10 computer with a derivative of the PL/ACME time-share software system. The PDP-10 hardware configuration will be as shown in Figure G-3, with the following significant features:

1. The host computer allows state-of-the-art time-shared computing for system and program development as well as dedicated application to developmental realtime problems as required.

2. The direct memory access of the array of satellite PDP-11/45 processors provides for the experimental parallel processing support of intensive realtime applications in the time-shared environment.

The system will utilize the converted PL/ACME system as a base together with the developed satellite machine programming and communication system described in an earlier section of this proposal. Additional system software will be developed for interfacing and coordinating the satellite PDP-11/45 machines. It is expected that this software will evolve as application requirements dictate (see Figure G-4).

The satellite computers are considered to be available on call for a class of realtime users. The machines contain supervisory software which formalizes the PDP-10/PDP-11 interface by providing interrupt handling, intermemory transfers, program loading, program termination, and intermachine status and control monitoring functions. The satellites are allocated when not busy on the basis of a task list accumulated in the host machine posting requested user activity by sequence, type and priority. Each user application with access to extended realtime service will have available a set of routines which allow communication with the host monitor for posting of satellite tasks, priority control, on-going processing control and interruption, error and exception handling, input/output processing, and debugging facilities based on host and satellite language capabilities. Remote laboratory satellite

*Identical to figure E-3. Repeated here for ease of reference.
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computers will have similar support and responsibilities.

In general each realtime user has a supervisory driver which is responsible for job organization, synchronization, and coordination as well as outside user interactions. As each satellite performs specified tasks to completion it maintains updated status information on progress with the host system and upon completion of the task returns a completion status and frees itself for reallocation to the next highest priority task in the queue. The ability to service a community of users depends on providing enough satellites to accommodate scheduled loading within the adaptation constraints of each user.

(e) **Significance**

The development of reliable automated computer systems for dealing with complex and voluminous information in specific medical applications is important for a number of reasons:

1. Such tools augment capabilities for analysis and interpretation of increasingly complex measurements on biological systems.

2. Such tools provide a means for collecting quantitative data from large populations establishing statistically sound baselines for testing research hypotheses.

2. Such tools are an essential element to the routine delivery of preventative health care to large populations.

The significance of the associated research applications we have chosen speaks for itself. Clearly one must not expect the computer to replace human capabilities but to augment and extend them. Progress has been made on a few problems to date and progress must be made on many more fronts.

(f) **Collaborative Arrangement**

The essence of the proposed approach to extended realtime research is to select a specific set of significant problems to provide a basis for more general solutions. These specific applications draw upon the expertise of the collaborators named above.
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(3) **PL/ACME on a PDP-10**

The PDP-10 systems as provided by DEC contain an excellent timesharing system with its memory allocation, support a variety of languages and have an adequate file system.

A service that ACME has provided is a language and a support system that has a number of features not included in the DEC processors:

(a) A language that conveniently handles both numeric and string data.

(b) The capability to alter programs in terms of source statements at any time, including execution.

(c) The capability to carry out all debugging, including interruption, inquiry into state of variables or system change of variables, and continuation from such points, in source program formats.

These points have made ACME a useful tool for non-computer specialists in medical research.

Most of these features are part of the compiler and the execution time support provided through availability of symbol table, controlled linkages, etc.

We therefore would like to put a PL/ACME language processor on the PDP-10 if such a machine is obtained for Stanford. Before starting this project, we will look for other options to provide PL-type language support on the PDP-10. The language processor should be useable on other machines of similar type and configuration. We will seek other PDP-10 users of PL and form sharing efforts on language extension.

The work is simplified by the fact that major portions of PL/ACME are written in FORTRAN and that the compiler does not generate directly 360 machine language. It generates specification to a macro assembler which produces the detailed code.

It is DEC's impression that their new FORTRAN compiler will materially assist this conversion effort.

A number of decisions will have to be made regarding byte size and other parameters. ACME's byte size is 8 bits, determined by the IBM hardware; DEC hardware is flexible. Their software normally prefers 7, but their COBOL uses 6, as do their peripheral devices in standard mode.

The estimate of the required conversion effort that follows was made by the ACME staff members based on discussions with DEC to clarify PDP-10 system capabilities and services. DEC made no direct examination of ACME code in responding to our general queries.

The following assumptions were made in arriving at the estimate:
(a) Indicated man month requirements assume uniform concentration on the problems of conversion. Competing demands on personnel time will introduce inefficiencies and increase calendar time required.

(b) The staff will consist of qualified systems programmers familiar with the PL/ACME system augmented by member(s) previously familiar with the PDP-10 system.

(c) No attempt will be made to extend PL/ACME capabilities in the conversion effort. Reprogramming will include taking advantage of existing PDP-10 capabilities including monitor control of time-share allocations, core swapping/hardware relocation or paging, and a file system which on the surface is similar to that currently used by ACME (there may be differences in security and integrity provisions).

(d) The new FORTRAN compiler being designed by DEC will be efficient, compatible with language standards, and allow efficient provision for extended capabilities such as logical operators, byte manipulation, and binary shifting.

The following are the conversion estimates for a PDP-10:

<table>
<thead>
<tr>
<th>System Function</th>
<th>Man-Months</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Statistical programs</td>
<td>2 mm</td>
</tr>
<tr>
<td>2. PL compiler</td>
<td>12</td>
</tr>
<tr>
<td>3. Error messages/processing</td>
<td>1</td>
</tr>
<tr>
<td>4. Execution time excluding I/O</td>
<td>6</td>
</tr>
<tr>
<td>5. File System</td>
<td>6</td>
</tr>
<tr>
<td>6. Run time I/O and text editing</td>
<td>6</td>
</tr>
<tr>
<td>7. LISP compiler</td>
<td>0</td>
</tr>
<tr>
<td>8. Miscellaneous</td>
<td>1</td>
</tr>
<tr>
<td>9. SYST. FORTLIB (FORTRAN library)</td>
<td>1</td>
</tr>
<tr>
<td>10. Plotting routines</td>
<td>2</td>
</tr>
<tr>
<td>11. Core management</td>
<td>1</td>
</tr>
<tr>
<td>12. Realtime support (configuration dependent)</td>
<td>3</td>
</tr>
<tr>
<td>13. System control</td>
<td>3</td>
</tr>
<tr>
<td>14. Terminal handling</td>
<td>1</td>
</tr>
<tr>
<td>15. Assembly utility</td>
<td>1</td>
</tr>
</tbody>
</table>

Sub Total: 46 mm

In addition to converting program code, provision must be made for planning the conversion details, learning the new computer and monitor system, and assistance to users in file conversion:

<table>
<thead>
<tr>
<th>System Function</th>
<th>Man-Months</th>
</tr>
</thead>
<tbody>
<tr>
<td>16. System education (4-5 people @ 1.5 mo/person)</td>
<td>7 mm</td>
</tr>
<tr>
<td>17. Conversion planning</td>
<td>12 mm</td>
</tr>
<tr>
<td>18. User file conversion aids</td>
<td>4 mm</td>
</tr>
</tbody>
</table>

Sub Total: 23 mm

Grand Total: 69 mm
In the above estimates no provision was made for project management, project service, or operations personnel time as well as hardware costs. Additional software effort will be involved in building accounting routines for a new machine/environment. More significant and user dependent will be some user effort to convert data files to a new word length system. For files of uniform format (numeric or alphanemic (text)), conversion can be automated. For mixed files the user must be involved to define the formats of the data. Provision is made in the above estimate to generate file conversion program aids based on user format specifications.

The LISP conversion problem is in essence ignored above based on the following. No adequate LISP capability currently exists on ACME. The LISP 1.5 batch processor currently used on the 360/67 has a counterpart on the PDP-10 which requires minimal conversion of programs using conventional LISP functions. According to B. Buchanan, some DENDRAL LISP code includes special functions written in LAP (a LISP assembly language) which will require conversion. This code is not voluminous and some will benefit from conversion and/or redesign.
b. Collaborative Research and Development

(1) Predictive Modeling of Cardiovascular Function Utilizing X-Ray and Ultrasound Imaging Techniques - prepared by Donald C. Harrison

(a) Problem Statement

Cardiovascular disease continues to be the leading cause of death in the United States and in most developed countries, even though significant research into the prevention, diagnosis, and treatment of cardiac conditions have provided much insight during the past several decades. Coronary artery disease (CAD) accounts for more than 50% of all deaths in the United States and between eight and ten million people are estimated to have symptomatic CAD at the present time. Untold more millions have latent CAD which has not yet been detected. CAD frequently does not involve the muscle of the heart wall symmetrically and in fact, typically, is segmental in nature leading to localized areas of dysfunction with areas which are dyskinetic, akinetic, or dysynchronous in their contraction patterns. All of these abnormalities may occur in the same heart and in general, can be correlated with a decrease in coronary blood flow to the specific segment of myocardium. In order to determine which patient should receive medical or surgical therapy for CAD, and whether or not segments of wall should be removed in specific patients, it is important to define in quantitative terms the areas of abnormal contractility and their severity.

Patients with valvular heart disease also may have localized abnormalities of muscle contraction in their heart wall. In determining whether or not the valve damage is primary, thereby requiring surgical therapy, or whether it is secondary to the abnormal muscle function, sophisticated studies such as cardiac catheterization and specific angiographic procedures must be performed. Data which are obtained from these complex procedures are in many instances inadequate to make a precise assessment of muscle function. Thus, our overall desire is to develop techniques which will permit a better assessment of ventricular performance, first by using the invasive techniques of cardiac catheterization and angiography now available, but providing improvements for analyzing signals. Secondly, we wish to develop new techniques, primarily using ultrasound, which will not require cardiac catheterization and angiographic procedures for defining precisely cardiac muscle function.

Computer technology has been applied successfully in order to permit more accurate assessment of cardiac function in recent years. Computer techniques for monitoring the electrical and mechanical performance of the heart in a number of disease states have been developed in the Cardiology Division at Stanford (1-4). Dedicated small computers have been used for these purposes and the programs for determining pressure and flow relationships in patients undergoing cardiac catheterization have been developed by the Cardiology Group at Stanford (1-3). These functions are now performed by a dedicated mini-computer operating in a real-time mode during much of the day. In addition, the software for monitoring electrical and pressure-flow relationships in patients following acute heart attacks is presently being developed by the Cardiology Group. The basic software package for this dedicated mini-computer has been developed, and validation of these computer programs is now in progress.

A technique for video image analysis obtained when patients are undergoing angiographic procedures has also been developed by the Cardiology Group (4-6). Furthermore, techniques for monitoring the coronary blood flow as it is partitioned to various muscle segments in the heart has been developed using a gamma camera for counting radioisotopes after the injection of gamma emitting isotopes into the coronary arteries. Individual patients undergoing cardiac
evaluation or treatment at Stanford may well have tests or procedures which are analyzed by all three dedicated mini-computers now operative in Cardiology. Since all calculations are now being carried out by mini-computers which are not tied together in any network, the special calculation and integration of data from any specific given patient is not possible without the use of a larger computer system. The Cardiology Division desires to utilize the proposed research computer system in order to develop more sophisticated techniques for studying the function of the heart, and to develop techniques which can be applied widely for choosing the appropriate diagnosis or treatment of specific patients with cardiac disorders. The specific problems which we wish to solve are as follows:

1. To diagnose the presence of disease of the cardiovascular system and to quantitate its severity utilizing data being generated by the several dedicated mini-computers monitoring cardiovascular performance. The ability to perform multiple sophisticated calculations on these data which can be integrated from several dedicated mini-computers in Cardiology will provide a basis on which to define heart muscle and hydraulic pump function in a more precise manner.

2. Utilizing the X-ray image processing techniques to improve analysis of the hydraulic function of the heart, it should be possible to estimate and detect segmental abnormalities in function. Clearly, much can be learned from studying the geometric changes in the heart wall during contraction which can supplement the pressure-flow relationships which we are now using for analyzing function.

3. To integrate the pressure-flow-volume and geometric changes for the entire heart and for the small segments of the wall representing small areas of muscle dysfunction or necrosis which may be important for overall cardiac function.

4. To develop non-invasive methods utilizing ultrasound techniques as a substitute for angiography which will permit screening of patients with suspected cardiac function abnormalities without subjecting them to the considerable risk of cardiac catheterization and angiographic techniques. It is also possible that these ultrasonic techniques can be applied in non-hospitalized patients, thereby decreasing the cost of screening significantly.

5. To follow the course of cardiac disease by studying in quantitative fashion the changes in function in relationship to pressure flow, volume, and geometry as a natural history of a disease process unfolds.

(b) Background

During the past two decades, pressure measurements in the various chambers within the heart have been the primary method for determining dysfunction. Transducer systems for analyzing the cyclic changes in pressure have been available for several decades, and abnormalities of valve function and muscle function are reflected in changes in systolic pressures, diastolic pressures, and the rate at which pressures are developing. During the past two decades measures of total flow during the cardiac cycle have been developed and used together with pressure measurements to provide a more sophisticated technique to analyze the overall hydraulic pumping function of the heart. Recently techniques for measuring volume changes throughout the course of a cardiac
cycle have been developed at Stanford. Video images are stored on a video
disc after the injection of radio-opaque media into the cardiovascular chambers.
Then utilizing a light-pen for drawing the images on a video screen and trans-
mitting the coordinates from the light-pen to a computer, has provided a basis
upon which ventricular volumes could be determined throughout the cardiac
cycle once geometric formulae for the changing ventricular shapes were developed.
This technique is tedious, requires a human interface and does not provide high
resolution. In an attempt to improve these methods of determining ventricular
volume, techniques for videodensitometry which have been developed at the Mayo
Clinic (7) and in Dr. Heintzen's laboratory in Germany (8) are now being
planned for cardiology laboratories. Videodensitometry requires that computer
processing techniques be developed to recognize borders and that the movement
of these various borders be followed throughout several cardiac cycles while
the ventricular chamber is filled with radio contrast material. These techniques
offer great promise for studying the geometric changes which occur during
cardiac contraction and for defining the changes which occur segmentally in
patients with CAD. However, even these sophisticated techniques require
cardiac catheterization and angiography.

Recently the use of reflected ultrasonic waves from the moving wall of the
heart has been accomplished in a number of centers throughout the United States.
These techniques offer promise for a non-invasive method to study heart function.
Using these reflected ultrasound techniques, it is possible to determine
specific patterns of wall motion for a given area of the heart. Unfortunately,
it is difficult to locate precisely these areas and to make certain that one
can focus the ultrasonic beams on a specific area throughout the course of a
cardiac cycle or throughout several cardiac cycles. The development of new
and multiple ultrasonic transducer systems may provide an opportunity to look
at more than one area of movement in the heart wall. With multiple trans-
ducers, computer processing of ultrasonic data becomes essential. In the
Cardiology Division at Stanford we have developed a rapid A-D conversion
 technique for computer processing these ultrasonic signals, and have developed
tracking programs and pattern recognition techniques. At present our progress
is limited without access to a large computer which can receive high data
input, store it for later calculations and then display it graphically. Multiple
transducers are now being developed and with them it should be possible to
analyze more than one area of wall motion in a particular cardiac cycle. Such
transducer systems are available now, but their use is delayed due to the
general inability to process the accumulated data. Computer techniques for
handling the large volume of data are now being considered and will require
access to a large computer with extensive core, disc storage, and sophisticated
graphic outputs.

(c) Rationale

The specific rationale for proposing the use of the large research computer
facility at Stanford at this time is as follows:

1. The Cardiology Division has made a step-wise approach, utilizing
dedicated small computers to measure cardiovascular functions and
follow them in quantitative terms. Computer techniques for analyzing
pressure and flow signals have already been developed and initial
applications utilizing a human interface have also been made for
video image processing.
2. Analysis of cardiac contraction patterns, segmentally, necessitates high video frame rates with video image processing of each frame. It appears that videodensitometric methods utilizing techniques for determining border movement for various segments of muscle throughout a cardiac chamber are essential to provide quantitative data.

3. Sequential analysis of discrete areas of ventricular wall motion so that disease which alters the function of a particular segmental area of the heart can be detected. The nature of coronary artery disease is that segmental wall damage is almost always the way in which ventricular function is altered.

4. Advanced technology in ultrasonic transducers is now being developed. Dr. Richard Popp of the Cardiology Division at Stanford and Dr. James Meindl of the Integrated Circuits Laboratories in the Stanford Electrical Engineering Department have been working on such multiple transducer systems. Clearly the ability to sense the signal from these transducers and to activate one transducer at a particular time during the cycle and analyze from that transducer will require large and sophisticated computer installations.

It is with these rationales in mind that the Cardiology Division desires to participate in the development of the research computer facility at Stanford.

(a) Methods and Procedures

Several specific procedures to improve definition and provide quantitation of cardiac function are planned.

1. X-ray Image Processing - New image processing techniques will be developed. The goals and methods for accomplishing this particular research project are:

a. To outline the opacified heart chamber after the images are recorded on either X-ray film or on a video disc. Recording will generally be made at 30 frames/sec. for delayed analysis. Several techniques for border definition will be attempted. Gray Scale analysis techniques utilizing scan methods for digitizing data along lines on the film or video scan will be one of the methods attempted. A film scanner will be necessary and will need direct computer control.

b. Since biplane opacified images will be processed, three dimensional geometric displays of ventricular contraction will be developed. A promising technique of cartooning video images in three dimension has been developed by the Cardiology Division in association with Dr. Harold Sandler at NASA Ames Research Center.

c. Models of the normal contractile patterns for ventricles will be developed. Changes expected during various parts of the cardiac cycle can then be predicted by the computer and only those areas in which the contractile pattern differs significantly from normal will be studied in detail. This ability for the computer to focus the analysis on areas of abnormality by feed-back mechanism excludes extraneous data from being digitized and analyzed. This technique will permit a much more adequate use of the sophisticated computer technology and a great reduction in the volume of data handling necessary when high frame rates over many cardiac cycles are examined.
Segmental analysis of various portions of the heart wall motion will be possible using these computer techniques.

Data on pressure and flow accumulated simultaneously will allow precise calculation of muscle function in terms of force-load-velocity of contraction and will permit pressure-volume loop displays. Graphic display of the computed data will be essential for these calculations.

In the understanding of isolated muscle segment function it is important to ascertain the relationship between force developed and velocity of wall motion in a specific segment. This should provide a basis for understanding the hydraulic relationships developed in the pumping heart as a whole on the basis of individual segment analysis. Thus, it will be possible to develop pressure-volume loops for the analysis of overall cardiac function. The quantitative determinations of overall function can then be related to normal expected patterns. Predictions of change in cardiac performance, based on removal or alteration of contractility of a given segment, can then be made with precision. This will perhaps lead to a better understanding of the function of isolated segments of ventricular muscle and how these are affected by disease and the treatment of that disease by either medical or surgical means.

2. Ultrasonic Image Processing

It is the developmental plan of the Cardiology Division to utilize information concerning cardiac function obtained by contrast angiography to validate and provide a data base for the newer techniques of ultrasonic image generation and processing. Detailed measures of ventricular contraction utilizing ultrasonic image processing techniques appear possible in more than one dimension. Several transducers may be used to reflect the movement of the heart wall in three dimensions.

During the first year of the proposed grant we plan to develop better techniques for digitizing ultrasonic data and to improve our methods for tracking ultrasonic signals in real-time utilizing digital computer techniques. In addition, during this period of time the development of multiple transducers on a hemispherical array will be completed in collaboration with Dr. James Meindl in the Integrated Circuits Laboratory at Stanford. Computer software for activating one transducer and recording from it for a short period of time and then sequentially activating other transducers so that three dimensional ultrasonic display of ventricular wall motion can be made will be developed utilizing the PDP-10 computer system proposed.

Border definition recognition, and sequential motion analysis can be predicted for normal hearts and deviations from normal can be highlighted by activating the appropriate transducer in the hemispherical array for systematic data accumulation throughout cardiac cycles. This should permit the development of non-invasive techniques for studying wall motion in patients who have only latent heart disease and are not yet symptomatic. Mass screening techniques with physiological documentation will be required once these ultrasonic scanning techniques have been validated. It seems likely that ultrasonic techniques can replace the invasive radiographic methods now required to analyze wall motion in quantitative terms and relate this to pressure and flow data.
3. **Small Computer Integration**

The Cardiology Division wishes to transfer the data analyzed by the small dedicated computer systems in the cardiac catheterization laboratory, in the monitoring unit, from the gamma camera, from the electrocardiographic laboratory and from a gas chromatograph into the large research computer file automatically. Currently the integration of these data and performing calculations with interrelated data from the several systems can only be done manually. To this data pool for sophisticated analysis we plan to enter the X-ray image processed data, the clinical data, and the data from the operating rooms. Once these data can be analyzed in detail, highly sophisticated diagnoses, prognoses, and predictive estimates for specific patients with a variety of cardiovascular diseases can be made.

From the monitoring unit on the cardiology ward specific cardiac arrhythmias can be detected and their frequency quantitated. These arrhythmias are treated with drugs which can be measured precisely by gas chromatography. The level of the drug can be related to its effect in many patients. Control of its administration can be achieved by relating the frequency of arrhythmia to blood level of the drug used for treatment. We wish to experiment with computer control of drug administration in these specific circumstances.

e. **Significance**

The significance of the above proposed analyses of cardiac function is as follows:

1. To understand better the physiologic interrelationships between changes in coronary blood flow, segmental muscle dysfunction and overall hydraulic pumping abnormalities in the heart of patients with significant cardiac disease. It will be essential to study isolated muscle function in a segmental distribution and to integrate the pressure-flow-volume and geometric measures of ventricular performance.

2. To choose appropriate medical or surgical therapy for the large numbers of patients presenting with cardiac disease based on quantitative determinations of abnormalities in cardiac function.

3. To evaluate sequentially in quantitative terms the results to either medical or surgical therapy in these patients.

4. To develop and improve non-invasive techniques which will provide all of the information necessary to analyze heart function in quantitative terms. These approaches may later lead to mass screening techniques for latent disease.

Clearly, if the objectives outlined above are met successfully by the research computer facility, they will become daily operational activities for cardiologists. In this instance the programs developed could be moved to the utility machine or to small dedicated computers of this type now used by the Cardiology Division. Specifically, it is planned after each of these techniques are developed and validated they will be moved to the Medical Center utility machine.
f. Relationships

The Cardiology Division works with a number of other units within the Medical School and in the Undergraduate University. In order to utilize the proposed computer facility as has been described, it is essential that these relationships be maintained and increased. Presently the following interrelationships are maintained by the Cardiology Division as they are operative in relationship to this proposed computer grant.

1. **Cardiology Division** is directed by Dr. Donald C. Harrison, Professor of Medicine, Stanford University School of Medicine, who has during the last five years emphasized research for adapting computer techniques for cardiologic diagnosis and treatment. Dr. Robert Stenson will be joining the Cardiology Division as Assistant Professor of Medicine. He has an extensive background in computer sciences and in cardiology and will direct the computer research operations for the Division. Dr. Edwin Alderman and Dr. Richard Popp are both working with video image processing—Dr. Alderman with angiographic methods and Dr. Popp with ultrasonic techniques. They both are working with a number of collaborators and postdoctoral trainees on projects which will relate closely with this computer technique development. Mr. William Sanders, who has worked with the Cardiology Division for two and one-half years as the Chief Programmer, will direct the programming efforts and will work as a liaison man with the overall computer staff of the proposed central computer facility. During the past year two graduate students from Electrical Engineering, Mr. Michael Hirsh and Mr. Patrick McClure, have worked in association with Mr. Sanders. At the present time in Cardiology two Hewlett-Packard computer systems are operational on a day-to-day basis. The Cardiology Division has also been approved for an M.D. training program in computer sciences. This will be carried out in association with Dr. Edwin Parker of the Communications Department and the Computer Sciences Department in the Undergraduate School at Stanford. Furthermore, the Cardiology Division is presently negotiating with Hewlett-Packard for another 2100 computer system which would then give the Cardiology Division three small dedicated computer systems to be integrated into the larger proposed Research Computer network.

2. **NASA Relationships**—Dr. Harold Sandler, Head of the Biotechnology Group at NASA-Ames Research Center is one of the pioneers in angiographic methods in studying ventricular geometry and cardiac function. The Cardiology Division has worked closely with Dr. Sandler and at present all of his clinical work is performed in our cardiology laboratories at Stanford. NASA has also supported an ongoing project for the past five years at Stanford to develop better methods for analyzing ventricular performance.

3. **Integrated Circuits Laboratory**—Dr. Richard Popp is working closely with Dr. James Meindl in designing new arrays of ultrasonic transducers. This work is at an early phase at the present, but plans are being made for more than one transducer mounting so that several segments of wall motion may be studied in the same heart.

4. **Communication Department**—Dr. Edwin Parker of the Communication Department has agreed to work with the Cardiology Division in a training program for medical scientists in the application of computer techniques for data handling and analysis. Such a program has been approved by the Study Section of the National Library of Medicine and should be activated in the year 1972.
5. **Artificial Intelligence Group** - Numbers of individuals working in the Artificial Intelligence Group have worked with image processing techniques which will be complementary to the plans in Cardiology. Tom Rindfleisch, Dr. Elliott Levinthal, and Dr. Bruce Buchanan of this group have participated with the Cardiology Division in planning the image processing techniques to be utilized. Professor Lederberg and Dr. Levinthal are on the Mariner 9 TV Experimenter Team. In this capacity, Dr. Levinthal has headed the Data Processing Task Group which has had the team scientific and policy responsibility for the very large image processing computer requirements for this mission (ref. 31).

Mr. Thomas Rindfleisch, when he was at the Jet Propulsion Laboratory had the responsibility for the implementation of this system. There is thus the opportunity to benefit from these space-related experiences in image-processing.

In addition, Dr. Buchanan is closely related to the M.D. Computer Science training program of the Division of Cardiology. These interrelationships will provide high level computer consultation for the Division of Cardiology as the step-wise plan to utilize the proposed research computer facility above unfolds.
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Digital Computer Processing of Cineurographic Images of the Urinary Tract - prepared by C. Constantinou and T. Stamey

(a) Problem Statement

Due to the expanding sophistication and specialization of the clinical urologist, the specific need for computer aided quantification and documentation of X-ray images is becoming increasingly urgent. Thus, with the routine introduction of cinefluoroscopy as a dynamic mode of visualization of the urinary tract, the quantity and quality of information available to every day diagnostic procedures has greatly increased. At the same time, the objective evaluation and quantification of this information remained in the cognitive mind of the radiologist who is asked to provide a larger volume, accurate measurements, and at the same time, maintain a consistent diagnosis. To this end, some information is available to the urologist from static X-ray films as measured by the radiologist. This information includes renal size, parenchymal thickness, calyceal geometry, pelvic and ureteral dimensions and can be reasonably abstracted and documented manually by measurement. But a living system is not static and therefore dynamic studies, using cinefluoroscopy, have been organized to view the kinetics of peristaltic flow, retrograde reflux, and dilation, in the ureter on film. This effort has proven very useful for first order visual evaluation by the urologist but has inherent limitations in terms of quantitative data that can be abstracted in a manner analogous to the static X-ray measurement.

The broader application and objective use of these dynamic studies is therefore limited due to the vast amount of work and calculations required for the determination of even the most basic parameterization of any of the kinematic constants. It is in this area of dynamic interpretation of extended cinefluoroscopic studies with its plethora of potentially valuable information that this program addresses itself now.

The overall objectives of this proposed program is the development of the computational capability to greatly increase the informational content of intravenous pyelographic film. It is expected in this way that an extensive determination of the dynamics of flow of the upper urinary tract under physiological and pathological conditions can be made. Specifically, the following parameters will, for the first time, become available in a simultaneous measurement from the computer processed film:

1. Volume, dimensions, and direction of propagation of the discrete urine bolus.
2. Speed of peristaltic transmission and frequency characteristics of a group of contractile waves.
3. Spatial separation of retrograde peristalsis and reflux under various conditions of flow.
4. Accurate documentation of time varying changes of above in disease situations where there is known progressive deterioration in the lower ureteral tract.
5. Correlation of these changes with the geometry of the upper tract and kidney.

The direct benefits of this integration and quantification of parameters would significantly enhance the informational content of pyelography for the urologist and radiologist. At the same time the underlying mechanisms of obstructive uropathy would be quantitatively evaluated and compared to normal physiological pressures.

(b) Background.

In clinical urology, the transport of urine from the kidney to the bladder is visualized radiographically by the injection of radiopaque contrast media into a vein and observing the outline of the calyceal walls and the excretion patterns of the ureter during peristalsis. This diagnostic procedure is termed intravenous pyelography and frequently performed in most hospitals. The dynamic nature of the transport of urine in the ureter is enhanced when observations are made continuously through a fluoroscope to visually trace the path of the contrast labelled urine along the entire length of urinary tract. Thus, the anatomical outline, from kidney to bladder, is illuminated and obstructive or restrictive pathways can be observed. The amount of information thus extracted is substantially increased when a permanent record of the flow patterns is documented on cine film or video tape, and subsequently examined at slower speeds. At that time, retrograde flows can be seen together with a host of other physical phenomena characteristic of a diseased kidney, ureter, or bladder. The informational content of this visual examination is presently limited to a qualitative description of size, shape, position, and primitive motion of the ureters. Films or tapes resulting from these studies are stored and subsequently used for comparison. Thus, it is possible to evaluate and correlate current visualization of a given patient with his previous cine fluoroscopic studies. The fact still remains that this form of evaluation remains a visualization and progressive anatomical changes are thus not easily documented. Some attempts have been made in grading the morphological appearance of these organs and following the changes of the grading as a function of time and disease. This has proven very unsatisfactory due to the variability of grading between different observers. In our earlier attempts in this area, a complex library of shapes of each anatomical landmark was constructed and stored on a computer. Thus, a review could be made on any patients by asking the computer graphics program to reconstruct a primitive image from the interpretive codes. This proved very unsatisfactory except in the simplest cases due to a lack of quantitative and dynamically obtained data. At that point, it becomes clear that other avenues approximating more closely the realities of the X-ray cine should be sought and coded.

(c) Rationale.

The capability and flexibility of a high data rate computer in the processing of urologically significant radiographic film would provide a medium for the application of sophisticated quantification
methods for the first time in the extraction of dynamic information from pyelograms. In this way, governing parameters determining the stability of a unidirectional flow towards the bladder and the prevention of ureteral reflux can be studied and properly evaluated. Furthermore, reliable quantitative documentation for developing disease states will be possible by the integration of the measurements of the outlines and significant features of radiographs with other archival medical records. In this way, it will be possible to document reliably the time dependent changes in the upper urinary tract dynamics of patients with spinal cord injuries, recurrent urinary tract infections, congenital abnormalities, stones, etc. The direct result of this classification is to reduce to a manageable level the amount of repetitive work and provide the urologist with a direct method of realizing the diagnostic information asked without having to handle massive loads of films and data.

(a) Methods and Procedures.

A great effort has been devoted during the last few years to image evaluation and enhancement. The group at the Jet Propulsion Laboratory has continued its work on image enhancement with application to space television and biomedical imagery. For the purposes of this study, it is not our desire to repeat any of this pioneering work. The field would obviously provide us with newer, better, and more efficient algorithms for picture encoding, computer processing, and pictorial pattern recognition. Philosophically, our approach will be in the domain of feature extraction algorithms which will outline the renal, ureteral, and bladder projections from each frame in the most economical way, avoiding brute force methods.

Additional features of interest will include video densitometry within outlined structures related to the concentration and thickness of radiopaque material. This information can be combined with peripheral boundary measurements to infer relative cross-section information.

The time evolution of pyelograms includes considerable redundancy and correlation from frame to frame. This information can be used to model local system dynamics (frame to frame variations) and hence direct the data processing. In this way the relatively sophisticated pattern analysis algorithms for edge detection, structure skeletonizing, and densitometry can concentrate on small important subsets of the large amount of raw data involved. We can minimize computing and time resources required by utilizing these solution guided processing schemes.

The initial orientation of the computer to an image sequence may require human interaction as well as to assist in processing difficult frames. We expect the application of these results to succeeding frames as described above to minimize the need for human interactions.

Algorithms which may be used for automated computer analysis of the images include dynamic threshold and maximum gradient techniques for edge detection. Continuity conditions can be imposed for sequential
edge following. Techniques similar to these are being successfully developed for karyotyping and arterioangiogram analysis. Relative video densitometric information can be used to determine ureter size by measuring variations in density about a local mean and relating these to cross sectional area. This is accomplished by correlating mean density to mean boundary separation and assuming vessel symmetries.

Time evolutions of extracted information will be studied through various on-line graphical presentations. Deviations from predicted local model behavior may be used to identify time dependent anomalies which could be of interest.

The pyelogram information is collected on 35 mm film and significant archives of patient histories exist and will be studied. Initially, to develop techniques, we will use existing video scanning equipment at Stanford (SLAC) to digitize the entire frame sequences of interest. In order to conveniently store this large volume of data for computer processing we may use data compression techniques which take into account intraframe as well as interframe correlations. A scheme requiring relatively little computational effort to encode and reconstruct the video information would be a Huffman code built around picture element difference statistics.

In the longer term we want to obtain resources to build a computer directed scanner so that only the pertinent information need be measured from the film.

(e) Collaborative Affiliations.

A continuing dialogue and exchange of ideas in both the experimental and theoretical aspects of image processing will be maintained with Dr. Harrison's group. Although the contrast and time constants of cardiac catheterization is very different from pyelography, it is hoped that this cooperation would prove economically and scientifically beneficial.

(f) Significance.

The development of computer based characterizations of radiographs would be of practical significance to the present and future need of urologists and radiologists. The information accrued from such a system would span a broad range of benefits in specific areas of quantification, standardization, and information storage of otherwise neglected parameters in pyelography.

The potential future development of pattern recognition methodologies which can be realized from these evaluations, can handle more variability and allow the consideration of biomedical applications. It is realized however, by other workers and us that instead of trying for completely automated systems, we would use an interactive man-machine system that would allow human intervention in questions and tasks not easily automated. Thus, a number of interesting and difficult applications for computer assisted analysis of radiographs can become technically feasible.
(3) Automated Gas Chromatography/Mass Spectrometry Analysis  
Prepared by Tom Rindfleisch

(a) Introduction

This section of the proposal is concerned with the design and development of the computer hardware and software components necessary for a fully automated gas chromatography/mass spectrometry (GC/MS) system. This work represents an extension of a portion of the existing DENDRAL research grant (NIH grant R01-00612). Significant progress is being made in all phases of the DENDRAL research as summarized in the succeeding sections. We have gained a greater experience with the data system requirements for the automated collection and analysis of mass spectrometry data as well as the limitations of the existing ACME system for developing such system. Because of the critical requirements for information integrity throughout an automated GC/MS system for medical applications and because the DENDRAL project is a natural environment in which to explore "intelligent" information handling and instrument control problems, we are proposing this more extensive automation effort. This work complements the on-going DENDRAL artificial intelligence, chemistry, and instrumentation research as explained in subsequent paragraphs.

(b) Problem Statement

The combination of gas chromatography with mass spectrometry (GC/MS) has had a tremendous impact on analytical problems in organic chemistry and biochemistry over the past decade (1). Increasingly GC/MS is being used as a tool in clinical and medical research applications to identify metabolites and other materials contained in body fluids. For example, Biemann and collaborators (2) describe a dramatic series of events following the admission of an unconscious patient to a hospital following a drug overdose. GC/MS analysis provided an identification of the drug used in this suicide attempt. Fales and Milne have been active in the identification of abused drugs. They describe (3) the use of GC/MS for the analysis of drugs separated from the stomach contents of 45 would-be suicides, and the resulting aid to proper treatment of the patients involved.

Medical research applications of computerized GC/MS have included the detection of metabolic disorders of genetic origin from an analysis of the organic chemical constituents of a patient's body fluids (usually blood or urine). Jellum and his associates (4) in Norway have been active in this field and through largely manual methods have been able to identify four previously undescribed metabolic diseases of genetic origin based on urine analysis.

These examples serve to illustrate the potential of GC/MS analysis as a tool in medical research and clinical applications. The basic power of the techniques lies in the ability of the gas chromatograph to physically separate and pass the components of a complex mixture into a mass spectrometer. The spectrometer makes measurements leading to a "fingerprint" for identifying each component of the mixture. In urine samples such as studied by Jellum, et al., such a mixture may contain several hundred components and may be subjected to fractionation prior to GC/MS analysis. The amount of
data contained in the output of such a GC/MS experiment is very large and the procedures for extracting significant information including interpretation are complex. An experiment may last for 2 hours with a spectrum containing $10^5$ samples of data collected every 5 to 10 seconds. Out of the possible ensemble of $10^8$ data points must come an identification of all components with as little ambiguity as possible. Computer based data systems are essential for any effective utilization of this powerful technique.

Several computer-based approaches have been utilized to aid in the analysis of low resolution mass spectral data, whether or not collected by GC/MS (5) systems. For materials to be identified within a known class of possibilities, the potentials of library search routines have been explored (6). These procedures are frequently ambiguous as they use only a subset (low resolution spectra) of the information which a mass spectrometer can provide. Furthermore, in many medical research situations it is precisely the unexpected or previously unknown materials which are of greatest interest (4). Such problems cannot be solved within the domain of a library and currently fall back on human intervention to resolve ambiguities or synthesize new solutions. This limitation restricts considerably the utility of GC/MS systems because of the effort and time delays required to explore new situations.

The on-going DENDRAL work (7a-i) at Stanford (RR-00612) offers a far-reaching solution to this problem by designing into computer programs the ability to construct explanations for mass spectra in terms of chemical structure. Recently, these efforts in the context of high resolution mass spectra, have had considerable success in dealing with estrogenic steroids (7h). Future work will expand these capabilities to more classes of compounds as well as generalize the heuristic rule-forming processes to allow automatic computer extensions.

Manual, as well as automated interpretive procedures (7c,d,h) can utilize a variety of ancillary information (e.g., high resolution, low ionizing voltage, metastable data, and NMR data) to produce reliable and unambiguous results. Present low resolution GC/MS systems, because of limitations in system and/or instrument designs, are generally incapable of collecting all possible information on which to base an analysis during the finite interval of a gas chromatograph effluent peak. A realtime selection of instrument mode and information optimization type and quality is required.

Acquisition and reduction of mass spectral data in realtime have progressed to the stage where automation and closed-loop control are feasible and desirable. Closed loop automation of data extraction and instrument control processes places additional burdens for capability, integrity, and reliability on the overall data system. Because of the complexity of data reduction and interpretive processing, great care must be taken throughout the system to avoid the destruction of or artifactual invention of information.

The objectives of this portion of the proposal are to develop and demonstrate a fully automated gas chromatograph/mass spectrometer system in collaboration with on-going DENDRAL chemistry, artificial intelligence, and instrumentation research.
Specific objectives of the research include:

1. The development of autonomous and reliable instrument control and information extraction programs capable of reacting to a hierarchy of GC/MS response requirements within the context of a time-shared computer system.

2. The integration of evolving DENDRAL artificial intelligence programs to interpret extracted information and to provide feedback within the system specifying information requirements to insure optimal sample management.

3. The application of the developed system in cooperation with collaborating chemists and medical researchers to problems in the analysis of steroids and other metabolites found in biological fluids.

(c) Background

The elucidation of the systematics by which chemical compounds fragment under electron bombardment has a large literature with very significant contributions from the laboratory of Professor Carl Djerassi at Stanford. These systematics form the basis for computer automation of the interpretation of mass spectra — the DENDRAL project.

DENDRAL is a set of computer programs which have developed over a period of several years, initially for the interpretation of the low resolution mass spectra of specified classes (ketones, ethers, amines, alcohols, thiols, and thioethers) of alicyclic compounds (7b–7h). Subsequently, this theory was extended to include the high resolution mass spectra of the estrogen class (female sex hormones) of steroids (71). This program has also demonstrated its ability to identify the components present in laboratory-made mixtures of estrogens. At the present time work is progressing with crude estrogenic mixtures obtained from biological sources. The successful completion of this project will represent a new, rapid approach for the identification of estrogenic steroids without the necessity of first derivatizing and then analysing the mixture by gas chromatography. Heuristic DENDRAL is also being enlarged to accommodate a theory of mass spectrometric fragmentation of other classes of steroids and alkaloids, utilizing high resolution mass spectra.

Metastable ions formed in the first field-free region of a double focusing mass spectrometer (so called defocussed metastable ions) have been used by mass spectroscopists for the identification of parent-daughter ion relationships. As part of its spectrometry theory, Heuristic DENDRAL will use this additional type of experimental data. A recent paper (8) described a new use of defocussed metastable ions for the unraveling of competing fragmentation pathways.

Meta-DENDRAL research efforts are aimed at the computer formulation of scientific theories based on the examination of related sets of data. Such
a capability will allow the automatic extension of computer capabilities for mass spectrum interpretation by the inference of new rules. To date these programs are capable of writing primitive rules about fragmentations and the influences of molecular parameters (e.g. substituent effects).

Work of others in the field. Data systems which can cope with the large accumulation of spectral information generated during a low resolution GC/MS run have been developed in a number of locations including Stanford (9). These systems run open loop in that they systematically collect data from sequential low resolution spectrometer scans, reduce the data based on instrument calibrations, and provide the chemist with the ability to retrieve particular spectra corresponding to gas chromatograph effluent activity. However, even when coupled with library search procedures (6), these systems make few, if any, intelligent decisions about the data, and provide the chemist with few clues about the validity of his results. Our approach will be to develop techniques to validate results under closed loop control based on instrument performance parameters and ancillary information such as the routine use of high resolution data. We will make use of the work by others in the development of suitable library search routines.

(d) Rationale

The power of the gas chromatograph/mass spectrometer data system as a medical research tool derives from the ability of the gas chromatograph to physically separate microgram quantities of complex mixtures followed by the mass spectrometer to identify each constituent from its "fingerprint" mass spectrum.

For each of the gas chromatographic peaks, the basic function of the mass spectrometer is to ionize sample molecules which then fragment and, through electromagnetic separation, to measure the abundance of fragments with different masses. At high resolution the elemental composition of the various fragments can be determined. These abundances are related to the molecular structure of the sample material and these relationships can be used by inference to derive the structures for unknown sample materials from their mass spectra. There are numerous modes of operation of a mass spectrometer which allow the measurement of ion abundances with varying time, mass, resolution, and ionization energy, as well as enable the observation of delayed or metastable ion fragmentation pathways. Not all information in all modes of operation can be collected during a gas chromatographic peak because of limitations in data rates, instrument sensitivity, and sample flow into the ion source. Conversely not all collectable information is necessary for the identification of an unknown. The optimum experimental conditions producing the most relevant information in the shortest time are not predictable a priori for an unknown material. Thus closed loop computer analysis of the spectrometer with subsequent feedback control of its operation could maximize collected data quality and ensure the collection of needed information for the interpretation of an unknown structure.

The essence of our proposal is to design the necessary information handling and system control intelligence to complement the DENDRAL spectrum interpre-
tation intelligence and to integrate these elements into a reliable, autonomous GC/MS system. The core of this work will be to design programs at the various processing stages shown in Figure 1 which allow the system to perform the required functions. The time constants and data rates involved in the various aspects of a typical GC/MS experiment range from -1 msec to -10 seconds. These requirements are based on the typical 5 - 30 second duration of sample uniformity in gas chromatographic peaks. The logical sequencing of the loop element operations of Figure 1 is dependent upon the sequence with which information becomes available and the degree of overlap possible between successive operations. Figure 2 shows conceptually how this sequence takes place.

The GC/MS data systems existing today run almost entirely open loop in that there is no attempt to modify experiment execution based on extracted results. The processes involved are implemented with inadaptive algorithms so that if instrument performance, or data quality do not fall within parameter specifications, information may be destroyed, ineffective filtering may occur, or catastrophic system failures may result. Specific examples of where added intelligence is required exist throughout the system:

1. Failsafe data collection and management capabilities must be built into the system to accommodate the inherently variable data length and peak arrival rate statistics of the spectrometer output.

2. Reliable and fast methods must be developed for detecting and resolving overlapping peaks in the gas chromatograph and mass spectrometer sensor outputs.

3. The quality of extracted information must be evaluated based on instrument performance parameters and ion statistics.

4. The characterization of instrument performance parameters must be continually updated and evaluated to allow optimum control of parameter settings for scan, focus, resolution, source and reference pressures, etc.

5. The successive operations on extracted information must adapt their behavior based on the character and quality of their input information and must add their effect on uncertainties at their output.

6. The overall management of resource allocation must be based on priorities derived from the on-going problem solving and interpretative processing to maximize the effectiveness of applied resources, to decrease processing time, and to minimize computing cycle consumption.

The evolution and collaborative application of this system will be complementary in nature. The conception, design, and implementation of the system benefit from experimenting with its applications. Conversely the power of the automated system allows the systematic exploration of new areas in medical and chemical research.
Figure DENDRAL-2
(e) **Methods and Procedure**

The implementation of the proposed automated gas chromatograph/mass spectrometer system will be a highly collaborative effort drawing as much as possible upon capabilities existing in laboratories at Stanford and elsewhere. Specifically we will use:

1. The GC/MS-computer instrumentation and data system interfaces existing and being developed at Stanford under DENDRAL and NASA grants.

2. Appropriate modifications of existing library search algorithms and data bases to effectively utilize (3) below.

3. The artificial intelligence programs for mass spectrum interpretation being developed under the DENDRAL and ARPA grants.

In addition to these collaborative interactions, we will draw heavily on the satellite machine support capabilities, extended realtime system functions, and PDP-10/satellite hardware and software systems being developed under other sections of this grant application.

The various elements required in an automated GC/MS system are shown in Figure 1. These elements perform a variety of functions including:

1. **Data acquisition and detection.** This element accepts the raw spectrometer output and detects peak information above a dynamic background threshold. Based on peak arrival statistics, control of the spectrometer scan may be used to increase ion collection efficiency (this would be based on similar work being done by McLafferty, private communication).

2. **Information extraction and reduction.** This element extracts separated peak amplitude and position information from raw data. Instrument calibration data are used and resulting data quality is estimated. These quality measures can optimize instrument parameters.

3. **Information analysis and interpretation.** This element computes elemental compositions as required and applies library search routine with appropriate verifications based on spectrum predictor routines. If no solution is found more basic DENDRAL theory construction routines are used to identify the unknown.

4. **Analysis performance evaluation and control.** This element directs the search for an explanation of the sample spectrum using available a priori information. When ambiguities arise, control information is directed to obtain appropriate additional data.
(5) **Analysis upgrade and extension.** When new solutions outside of existing system capabilities are encountered this loop element incorporates these extensions into the system. Such extensions may come from META-DENDRAL analysis or from chemists.

(6) **Result and system status display.** This loop element provides the system user with rapid volatile plots and displays of on-going experiment results and status. Hard copy is available off-line.

(7) **Instrument control.** This loop element coordinates and implements control requests on instrument performance such as parameter adjustment or mode change by planning and issuing the appropriate electronic commands.

(8) **System coordination and control.** This loop element receives and maintains status and performance data relating to various system elements and guarantees the appropriate sequencing of interdependent operations. This element also coordinates system operation changes commanded from the outside.

(9) **Command interface.** This loop element decodes commands and control information received through the instrument operator or chemist user interface.

(10) **Information storage and management.** This element includes the organization and storage of spectral information and the ability to access this data on demand.

Models by which the computer can assess and optimize its performance will be developed based on physical principles for instrument performance and heuristic schemes for control and interpretation protocols.

Instrument control functions will be implemented as appropriate for parameters such as gas chromatograph temperature programming and mass spectrometer scan control, mode selection, resolution control, scan dwell, etc. The coordination of these parameters in terms of automated setting determination and sequences for control implementation will be developed heuristically from models of instrument performance and operator procedures.

Our concept of overall software organization follows the functional information flow shown in Figure 1 coupled with the timing interactions shown in Figure 2. The shortest term response requirements (~1 msec.) exist for the data acquisition functions and will be implemented in a dedicated machine interfaced to the GC/MS. This machine also allows open loop operation of the instruments in the existing modes during development of the integrated closed loop system. The other elements of the system will be implemented as sub-processors in the PDP-10/satellite extended realtime system affording required response without total commitment of the PDP-10 system.
Significance. Low resolution GC/MS has become one of the most widely used and most powerful techniques available to the organic or biochemist (1). The potential applications of these techniques in medical research and practically in the clinic have just begun to be explored (4). Closed-loop control of this instrumentation would permit rapid exhaustive analysis of tissue extracts across large populations of individuals in various medical contexts and may provide new discoveries important to public health.

Extension of GC/MS to routine operation of the mass spectrometer at high resolving power would be an important breakthrough in terms of the specificity of information available per microgram of sample, compared to low resolution techniques.

The integration of library search techniques with the screening power of a spectrum predictor and the analytical capabilities of Heuristic DENDRAL would provide a powerful data analysis capability which would exploit the advantages of each approach.

These techniques are of unique importance to medical science since they alone of the current physical methods have sufficient sensitivity and analytical precision to study human biochemistry at the molecular level.

Facilities Available. The research in this proposal will draw heavily upon the PDP-10/satellite computing resource we are proposing to establish. We have available two gas chromatograph/mass spectrometer systems which will be involved in this research including a Finnigan quadrupole instrument in the Department of Genetics and a Varian-MAT 711 instrument in the Department of Chemistry. Also available in the Department of Chemistry are MS-9 and Varian-MAT CH-4 instruments.

Collaborative Arrangements. The proposed research project is a highly interdisciplinary effort involving collaboration between Professor J. Lederberg (Department of Genetics), Professor C. Djerassi (Department of Chemistry), Professor E. Feigenbaum (Department of Computer Science), Dr. B. Buchanan (Computer Science), Dr. A. Duffield (Genetics and Chemistry), Dr. D. Smith (Chemistry), and the Instrumentation Research Laboratory. The proximity of these people and facilities offers a highly unique opportunity for collaborative interaction.
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The Cell Separator Project, currently in its third year, is developing the equipment and techniques for automated high speed sorting of functionally different human and other mammalian cells. This project involves an interdisciplinary group of biologists under the direction of Dr. Leonard Herzenberg, Professor of Genetics as well as a staff of engineers and supporting technicians located in the Instrumentation Research Laboratory under the direction of Dr. Elliott Levinthal, Senior Research Scientist. The biomedical objectives include:

(a) Separation of the various cells involved in the humoral (antibody) and cell mediated (hypersensitivity) immune response. Antigen binding cells, thymus derived cells, bone-marrow derived cells, cells with specific immunoglobulins on their surface will be detected and viably separated after appropriate immunofluorescent surface staining.

(b) Study the binding kinetics and affinities of cell surface molecular probes like Concanavalin A, other phytoagglutinins, and aniline naphthalene sulfonate (ANS) with the aim of distinguishing and separating different cell types including perhaps malignant from normal cells.

(c) Select somatic cell intra or interspecific hybrids after Sendai virus fusion by nondestructive positive immunoselection.

(d) Detection of fetal red blood cells in maternal circulation.

(e) Differentiating leucocytes and other cell types in normal and pathological body fluids.

(f) Detection of tumors by reaction of circulating tumor cells with fluorescent labelled tumor specific antigens.

(g) Other related applications on an opportunistic basis, as it becomes apparent that such work is worthwhile.

The instrumentation effort involves the development of the optical flow system and separator components as well as the control electronics and software, for the cell separator. The instrument consists of a nozzle assembly designed to provide examination of single particles flowing in a narrow stream and a pulsing and deflection assembly designed to physically separate particles of interest from other constituents of the stream.
Figure Cell Separator-1

Simplified Block Diagram of Cell Sorter
(a) Background

In the same way that many of the spectacular advances in molecular biology were impossible until it became possible to separate functionally different molecules by such techniques as electrophoresis and ultracentrifugation, advances in cell biology have awaited development of instrumentation able to separate large numbers of functionally different cell types. Many have attempted to do this by bulk methods, but the resolution of such methods is limited. It appeared to us that the best approach to the problem was to inspect the cells individually and sort them on the basis of these individually measured characteristics. We have found that a number of separations of biomedical interest could be accomplished using fluorescent markers on the desired cells and electronically deflecting drops containing the various types of cells into separate containers. The only other workers with a similar approach are Fulwyler, et al., who have demonstrated electronic cell sorters operating on volume (1) and are now building a unit able to operate on both volume and fluorescence (personal communication). Several workers have described cell analysis systems based on flow techniques similar to those used in our equipment (Van Dilla, et al. (2), and Kamentsky et al. (3).

Biophysics, Inc., ("Cytograph" and "Cytofluorograph") and Technicon Instruments Corp. ("Nemolab D") now market cell analysis instruments using flow techniques but these instruments do not have separation capability.


Since starting the major effort on this project in 1968 a number of significant successes have been achieved in both the technical development as well as the biological applications. The following bibliography provides a summary of these results:


(b) Rationale

The rationale behind our approach was simply that separation of large numbers of functionally different cells would make it possible to conduct many important studies on specific cell functions. In order to acquire large numbers of cells in a reasonable time, rapid observation was necessary. This effectively eliminated scanning systems and limited us to use of only a few parameters. A flow system was a logical way to look at the cells rapidly and sequentially. Use of fluorescent techniques provided readily available means of differentiating between many functionally different types of cells, but required incorporation of a laser light source in order to provide sufficient signal-to-noise ratio to detect the cells. Electronic sorting techniques originated by Sweet and adapted by Fulwyler (see Background) provided us with a basis for developing a rapid, accurate method of sorting desired cell types as a function of fluorescent information.
(c) **Methods and Procedures**

The procedure involved in the use of the cell separator presently involves three steps:

A. Preparation of cells occurs over a period of hours or days depending on the experiment. Cells of interest, immunologically sensitive cells for example, are collected and tagged with a fluorescent marker.

B. This single cell suspension is then brought to the instrument and analyzed and/or divided into fractions. This latter procedure involves a certain amount of subjective decision making by the experimenter and machine operator. Data on the cells, e.g. distribution of several fluorescent and low and wide angle light scattering amplitudes is acquired before separation for analysis and then thresholds and/or windows for the various parameters are set for separation. Data on the cells, usually the distribution of their fluorescent signal amplitudes, is acquired before or during separation. The resulting fractions are sometimes reexamined via the cell separator or by microscope. More frequently the fractions are tested by the Jerne plaqueing technique or reinjection into irradiated hosts.

C. Finally, the data collected from the cell separator (stored on the computer) and resulting biological procedures are correlated statistically.

The scientific gains to be made by collaboration with SUMEX are both improved operations under B by on-line coupling of the instrument to a computer to allow interactive decisions to be made during separations and under C by more sophisticated statistical analysis of the data.

(d) **Significance**

Separations of functionally different, viable cells permit their characterization and studies of their function and interactions. It is as crucial a step in cell biology as precise methods for protein and nucleic acid separations in molecular biology. Progress in understanding the immune system is being speeded by separation of functional cells of the lymphoid system.

Development of rapid machine assisted hematological, and cell pathological diagnostic methods will increase clinical laboratory capability and decrease the cost of current manual methods.

(e) **Computer Interaction**

As mentioned, in the background section, there are only one or two other groups successfully pursuing this approach to cell characterization and separation. This is due to the requirement for success of a juxtaposition of skilled biological and engineering personnel. Stanford is also especially fortunate in having a very active program in computer development.
The cell separator project is currently using a dedicated small computer on-line (LINC) as well as the ACME system on a less regular, off-line basis.

There are two levels of interaction between the cell separator(s) and general purpose computers.

A. The on-line, hook-up of each instrument to a small computer provides a data collection and analyzer system for preliminary results. This is currently in use full time. It allows 4 to 8 hour experiments with assurance that the data is meaningful at each step of the experiment. The human operator is presently the primary link in the feedback loop from the data collection system and the experimental equipment.

![Diagram of cell separator and LINC computer](image)

Such interaction requires feedback times in the range of a few minutes. More rapid feedback between the small computer and cell separator is envisioned as the characteristics and uses of the instrument become better understood.

B. The second level of interaction, based on the capabilities of a larger computer system, will provide more sophisticated analysis of results.

C. A third level would use the larger computer to enhance the functioning and software developments necessary for the optimum use of the small computer.

![Diagram of cell separator, small computer, and large system](image)

Multiparameter analysis of cell distributions is one of the features which would be of immediate benefit to the project.
Implicit in our need for multiparameter analysis, is a feedback time scale which allows modification of experimental procedures. For example, a three-dimensional display of 2 or 3 minutes of data offers the opportunity of more precise manual adjustment of separation parameters. Also, a numerical integration of areas under three-dimensional curves could actually be used to automatically, and continuously readjust these separation controls. The result of such feedback will be more consistent and more precise definition of the cell populations separated and studied. The large system's language capability can dramatically increase the feasibility of "programming" the instrument to carry out various experimental regimes. At present, the effort involved in programming the small computer has forced the project to use a standard set of software routines and tailor the experiment to fit these. Increasing the coupling between the small computer and cell separator has received limited emphasis because of the software developments required.

After some years of experience with real-time use of computing facilities, we feel that the above uses are not only possible, but feasible without our taking on the role of a major computer development project ourselves.
Average Evoked Potentials and Perception - prepared by Bert S. Kopell and Walton T. Roth

(a) Problem Statement

The Laboratory of Psychophysiology at the Palo Alto VAH has been studying human neurophysiology as related to psychiatric disturbance and the action of medications for about eight years. We have even been able to measure drug effects neurophysiologically at doses below the threshold for subjective effects in the cases of cortisol (Kopell et al., 1970a) and thyroid hormone (Kopell et al., 1970b). A major emphasis has been on finding neurophysiological measures of perceptual processes. Very little is known about the relationship between subjective perception and its neurophysiological counterpart, but there is some indication that the average cortical evoked response affords an objective index of perceptual process and attention (Satterfield, 1965). Various perceptual processes are known to be disturbed or altered in psychiatric disorders and by psychoactive drugs. Objective neurophysiological measurements of subjective perceptual processes may have the potential for giving prognostic indicators regarding psychiatric decompensation or the predilection for alcohol or drug addiction.

(b) Background and Rationale

Our primary interest is in the electrocortical activity in response to sensory stimulation. The averaged cortical evoked response has been shown to be affected by various physiological and psychological parameters including medications, alcohol, attention, and psychiatric disturbances. A small electrocortical response is generated with any sensory stimulation but this cannot be seen in the EEG as measured directly from the scalp. Computer averaging of the EEG over several stimulations, however, can be utilized to enhance the size of the signal and make it available for study. Recently various members of our laboratory have used the classic LINC and the PDP-12 for this purpose (Gips et al., 1972). While these computers are an advance on the technology of 10 years ago, they do have limitations. Just as these computers have provided for more sophisticated experimentation as compared to the special purpose computers, the proposed system will allow us to make a qualitative and quantitative advance in the complexity and sophistication of our investigations.

A particular problem in studying perception in this manner is presented by the fact that perception is an evanescent and continuous process and the evoked response is the stochastic result of an accumulation of this process over time. Very rapid on-line statistical manipulations of the EEG are needed if one is going to achieve a better understanding of the perceptual process utilizing this technique. With this proposed computation power, one can obtain a closer estimate of the perceptual process from second to second rather than only being able to talk about the "average" process over time. Indeed, further knowledge of the nature of the second to second variations is crucial in understanding the perceptual process.
(c) Methods and Procedures

The data acquisition methods that are needed in our experiments are in the order of 10 KHz and above sampling rate over a period of up to an hour. Though the PDP-12 can acquire data at this rate, it cannot either store or perform sufficient analytic operations on data at this rate. A solution to this problem is to use the PDP-12 as a peripheral to a larger computer (PDP-10) and perform the sampling and analog to digital conversion with the PDP-12 and the analysis and storage with the PDP-10.

An example would be the recording of the EEG from several locations on the scalp of a subject while he is viewing a given set of stimuli. By comparing successive responses to the cumulative response of previous experiments or a given segment of the current experiment, one can determine if he has been able to discriminate a change in stimulus intensity or if his attentional state with regard to the stimuli is changing. The comparison might require doing a statistical procedure such as the Pearson Product Moment Correlation or Fourier Analysis between the digitized EEG for the last second recorded and a previous similar sample for each of the six or eight electrode placements being used. The results of this on-line statistical analysis might then be used to determine certain qualities of the next stimulus to be presented. In this way we can have an on-line feedback controlled perceptual experiment based on a statistical analysis of the EEG. This is not possible with the PDP-12 alone because of the time and data storage requirements.

The major need for the PDP-10/12 configuration is to provide for adequate computer ability to perform on-line analytic procedures of high rate physiological samples and then use these results to alter the stimulus properties. This computer configuration will also allow us to produce complex visual stimuli (such as animated figures) on a computer driven cathode ray tube and simultaneously measure the neurophysiological responses.

The configuration needed includes a PDP-12 which we have from other funding sources. All interfacing with the PDP-10 must be provided for by this grant. This is to include an I/O capability of 10 KHz 12 bits wide (10,000 12 bit PDP-12 words per second) probably implemented via the PDP-12 accumulator and a single I/O command. In addition, a parallel remote graphic display terminal with CRT, keyboard, and hardcopy, which can be used to access the PDP-10 independent of the PDP-12 at least 110 baud is needed. Since our laboratory is physically about two miles from the proposed location of the PDP-10, adequate and reliable transmission facilities must also be provided.

These facilities will include 4800 baud telephone lines and a remote PDP-11/05 data concentrator. If a 4:1 data compression is possible (a likely case), a single telephone line with synchronous modems will suffice. Otherwise one, up to an unlikely three, additional units will be needed. The CRT keyboard would be standard.
(d) **Significance**

The experiments that are being performed in our laboratory are designed to increase our knowledge of the action of drugs such as marihuana, alcohol, heroin, and methadone. Electrophysiological data correlates with central nervous system processes that are independent of language and other social response variables. Thus, such data can be generalized to drug users from different backgrounds. In addition, information obtained by physiological methods is appreciated by the general public as being objective and trustworthy, and can be used to reduce the credibility gaps between the scientific community and drug users.

In the case of marihuana little is known about its effects on attentional processes, which are of obvious relevance to such activities as driving an automobile. Many users claim that they can control their mental state while intoxicated with marihuana and perform normally if need be. With neurophysiologic measures of attention the claims can be objectively tested.

Addictive drugs such as heroin or alcohol raise other questions. For example, why do some persons become heavily dependent after experimenting with these drugs, while others do not, despite equivalent experimentation? Obviously socioeconomic and environmental factors play a role, but there also may be physiological differences in susceptibility. Another question is what is the most useful treatment program for a given individual? The individual differences we are looking for may allow rational decisions to be made as to whether a heroin addict should be put on a program of abstinence or methadone replacement, or whether neither of these alternatives is likely to succeed. Since there is a center for the treatment of heroin addicts here at Palo Alto Veterans Administration Hospital, we have a readily available source of experimental subjects that can be followed long enough to test prognostic predictions. Another ward specializes in the treatment of alcoholics, and it has provided a place for us to study an experimental cycle of intoxication and withdrawal under controlled conditions. In the case of alcoholics there are many pressing questions that may be approached neurophysiologically. As in the case of heroin addicts, there is the problem of differences of susceptibility with its implication for prognosis and the choice of treatment. Also there is the question of whether occult brain damage from chronic abuse of alcohol is present in a given patient. The determination of an alcoholic deficit has important medico-legal implications, as well as an implication as to how much rehabilitation is possible.

Thus, the investigations that we are undertaking are very important in view of the expanding use of drugs of all kinds. Aside from the obvious theoretical yield from studying the neurophysiological actions of psychoactive compounds, there are immediate social and treatment implications.
(e) Relationship to Other Work

Our work involving alcohol and heroin addicts is being performed in conjunction with Dr. Zarcone and Dr. Dement, members of the faculty of the Department of Psychiatry. They are especially interested in mechanisms of sleep dysfunction and hallucinosis in alcoholics in relation to serotonin metabolism. Our marihuana work has enjoyed the collaboration of Dr. Tinklenberg, also of the Department of Psychiatry, who is interested in measuring psychological changes simultaneously with neurophysiological ones. He has developed some special techniques for measuring memory and attention in drug states.

There are very few centers in the world which do work of a nature similar to ours. Dr. M. Buchsbaum at NIMH has been investigating evoked response correlates of perceptual process for several years, and has provided us with some valuable techniques. Dr. C. Shagass of the University of Pennsylvania Medical School has been a leader in studying aspects of the evoked responses that are relatively independent of attention and memory in patients with mental disease and patients under the influence of drugs. The design of some of our studies on alcoholism is based on work being done at St. Elizabeth's Hospital in Washington, D.C., by Dr. N. Mello under the direction of Dr. Morris Chavetz.
H. BUDGET

1. Detailed Budget for First 12-Month Period
2. Budget Estimates for All Years of Support
3. Explanation
### DETAILED BUDGET FOR FIRST 12-MONTH PERIOD

**FROM** 8 - 1 - 73  
**THROUGH** 7 - 31 - 74

<table>
<thead>
<tr>
<th>DESCRIPTION (Itemize)</th>
<th>TIME ON EFFORT %/HRS.</th>
<th>AMOUNT REQUESTED (Omit cents)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PERSONNEL</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NAME</td>
<td>TITLE OF POSITION</td>
<td>TIME</td>
</tr>
<tr>
<td>Joshua Lederberg</td>
<td>Principal Investigator</td>
<td>10</td>
</tr>
<tr>
<td>Edward Feigenbaum</td>
<td>Associate Investigator</td>
<td>10</td>
</tr>
<tr>
<td>Thomas Rindfleisch</td>
<td>SUMEX Facility Head</td>
<td>100</td>
</tr>
<tr>
<td>Ron Jantgesard</td>
<td></td>
<td>50</td>
</tr>
<tr>
<td>Gio Wiederhold</td>
<td></td>
<td>90</td>
</tr>
<tr>
<td>Lee Hundley</td>
<td></td>
<td>100</td>
</tr>
<tr>
<td>9 - Systems Programmers</td>
<td></td>
<td>900</td>
</tr>
<tr>
<td>1 - Applied Mathematician</td>
<td></td>
<td>100</td>
</tr>
<tr>
<td>2 - Engineers</td>
<td></td>
<td>200</td>
</tr>
<tr>
<td>3 - Technicians</td>
<td></td>
<td>300</td>
</tr>
<tr>
<td>3 - Operations Staff</td>
<td></td>
<td>300</td>
</tr>
<tr>
<td>1 - Secretary</td>
<td></td>
<td>100</td>
</tr>
<tr>
<td>1 - Administrative Aide</td>
<td></td>
<td>100</td>
</tr>
<tr>
<td>2 - Grad. Student R.A.'s plus summer help</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>Total (24.6FTE)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**CONSULTANT COSTS**

- 2,500

**EQUIPMENT**

- Lease of PDP-10 System (Purchase Price--$1,744,750 less 10% assumed
- Educational discount plus 5% Calif. Use Tax times DEC lease factor of 2.2% per
- month $36,275/month plus miscellaneous features on hardware to be leased.
- Purchase graphics station--$8,000; small machine equipment peripherals--$26,000; communications hardware--$6,000.

- 40,000

**SUPPLIES**

- Office Supplies: 4,000
- Computer Supplies: 6,000
- Books & Publications: 200
- Office Telephone: 7,000
- Reproduction Expense: 2,500
- Technical Services: 2,000
- Engineering Supplies: 15,000
- Postage & Freight: 2,500

**TRAVEL**

- Domestic: 5 East, 5 Midwest, 6 West Coast
- 4,400

**PATIENT COSTS (See instructions)**

**ALTERATIONS AND RENOVATIONS**

- Air conditioning, false flooring, etc., needed for hardware installation.
- 45,000

**OTHER EXPENSES (Itemize)**

- Computer service from SUMCCF
- 24,000
- Maintenance: For PDP-10 System--$84,600; for service contracts on
- graphics, peripherals, and communications hardware--$9,400.
- 94,000
- Communications Costs (Transmission lines and modems)
- 12,000
- Staff Training
- 2,000

**TOTAL DIRECT COST (Enter on Page 1, Item 5)**

- 1,137,850

**INDIRECT COST**

- (See Instructions)

**DATE OF DHEW AGREEMENT**: 44 % S&W  
**WAIVED**

**UNDER NEGOTIATION WITH**: 46 WTDC

*IF THIS IS A SPECIAL RATE (e.g. off-site), SO INDICATE.*

**DATE OF DHEW AGREEMENT**: 
**% S&W**: 44

**WAIVED**: 

**UNDER NEGOTIATION WITH**: 46 WTDC

*IF THIS IS A SPECIAL RATE (e.g. off-site), SO INDICATE.*
### SECTION II - PRIVILEGED COMMUNICATION

**BUDGET ESTIMATES FOR ALL YEARS OF SUPPORT REQUESTED FROM PUBLIC HEALTH SERVICE**

**DIRECT COSTS ONLY (Omit Cents)**

<table>
<thead>
<tr>
<th>DESCRIPTION</th>
<th>1ST PERIOD (SAME AS DETAILLED BUDGET)</th>
<th>ADDITIONAL YEARS SUPPORT REQUESTED (This application only)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PERSONNEL COSTS</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>438,750</td>
<td>464,630</td>
</tr>
<tr>
<td></td>
<td>491,990</td>
<td>520,930</td>
</tr>
<tr>
<td></td>
<td>551,530</td>
<td></td>
</tr>
<tr>
<td>CONSULTANT COSTS (Include fees, travel, etc.)</td>
<td>2,500</td>
<td>2,500</td>
</tr>
<tr>
<td></td>
<td>2,500</td>
<td>2,500</td>
</tr>
<tr>
<td></td>
<td>2,500</td>
<td>2,500</td>
</tr>
<tr>
<td></td>
<td>2,500</td>
<td>2,500</td>
</tr>
<tr>
<td>EQUIPMENT</td>
<td>Lease</td>
<td>436,000</td>
</tr>
<tr>
<td></td>
<td>Maint.</td>
<td>94,000</td>
</tr>
<tr>
<td></td>
<td>Purchase</td>
<td>40,000</td>
</tr>
<tr>
<td>SUPPLIES</td>
<td>Communications</td>
<td>12,000</td>
</tr>
<tr>
<td></td>
<td>Supplies</td>
<td>39,200</td>
</tr>
<tr>
<td>TRAVEL</td>
<td>Domestic</td>
<td>4,400</td>
</tr>
<tr>
<td></td>
<td>Foreign</td>
<td></td>
</tr>
<tr>
<td>PATIENT COSTS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ALTERATIONS AND RENOVATIONS</td>
<td>45,000</td>
<td>---</td>
</tr>
<tr>
<td>Computer Services</td>
<td>24,000</td>
<td>24,000</td>
</tr>
<tr>
<td>OTHER EXPENSES</td>
<td>Training</td>
<td>2,000</td>
</tr>
<tr>
<td>TOTAL DIRECT COSTS</td>
<td>1,137,850</td>
<td>1,225,530</td>
</tr>
</tbody>
</table>

**TOTAL FOR ENTIRE PROPOSED PROJECT PERIOD (Enter on Page 1, Item 4)** $6,097,730

**REMARKS:** Justify all costs for the first year for which the need may not be obvious. For future years, justify equipment costs, as well as any significant increases in any other category. If a recurring annual increase in personnel costs is requested, give percentage. (Use continuation page if needed.)

1. Lease of equipment covers a PDP-10 Computer System.
2. Personnel salaries are increased at 5% per year. Staff benefits are 17% in Year 1 and 1% per year greater in each subsequent year.
3. Alteration and renovation funds of $45,000 are requested for air conditioning and false floors needed for hardware installation.
4. The PDP-10 maintenance contract will be changed from 12 hours, 5 days per week to 24 hours, 7 days per week in Year 3. This will provide the backup capability needed by the Service System, and —versa.
## BUDGET ESTIMATES FOR PDP-10 SYSTEM:

<table>
<thead>
<tr>
<th>Component</th>
<th>Purchase Price</th>
<th>Monthly Maint. (hrs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Central Processor KI-10 incl. Operator's Console</td>
<td>$380,000</td>
<td>$555</td>
</tr>
<tr>
<td>Memory System 8 x ME10, 8 x 16k words</td>
<td>$400,000</td>
<td>$1,336</td>
</tr>
<tr>
<td>Auxiliary Memory System 4 x ME10 and DT04C</td>
<td>$225,000</td>
<td>748</td>
</tr>
<tr>
<td>Keyboard Terminals (16) Hardcopy &amp; CET, to be selected (16 x 3K)</td>
<td>$48,000</td>
<td>320</td>
</tr>
<tr>
<td>Memory Bus Swapping Drum System RM10 B &amp; Controller</td>
<td>$83,000</td>
<td>265</td>
</tr>
<tr>
<td>Memory Bus Disc System 4 x RP03 Disc &amp; Controller</td>
<td>$150,000</td>
<td>826</td>
</tr>
<tr>
<td>Input/Output Bus Peripheral System Tape Systems, 3 x TU10, (9 x 7 track) &amp; 1 DEC TU56 &amp; Controllers</td>
<td>$64,850</td>
<td>338</td>
</tr>
<tr>
<td>Asynchronous Communication System DC10 System for Keyboard Terminals</td>
<td>$37,500</td>
<td>110 (A)</td>
</tr>
</tbody>
</table>

### SATELLITE COMPUTER:
- Includes intercomputer communications and --
- Multiplexed Memory System

<table>
<thead>
<tr>
<th>Component</th>
<th>Purchase Price</th>
<th>Monthly Maint. (hrs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PDP 11/45 #1: 8K</td>
<td>$74,050*</td>
<td>547* (B)</td>
</tr>
<tr>
<td>#2: 4K</td>
<td>$16,450</td>
<td>195</td>
</tr>
<tr>
<td>#3: 4K</td>
<td>$16,450</td>
<td>195</td>
</tr>
<tr>
<td>#4: 8K (incl. RK11 and RF11 Disc, &amp; FC11 Punch and tape)</td>
<td>$56,450</td>
<td>484*</td>
</tr>
<tr>
<td>10/11 Interface</td>
<td>$70,000</td>
<td>500*</td>
</tr>
<tr>
<td>MX10 Memory Multiplexor</td>
<td>$4,500</td>
<td>15*</td>
</tr>
<tr>
<td>Peripherals</td>
<td>$118,000</td>
<td>462*</td>
</tr>
</tbody>
</table>

| Sub Totals                                    | $1,744,250     | $6,896              |

Assume 10% Educational Discount: $174,425

Net: $1,569,825 (Not including sales tax)

### Options:
1) Memory System (4 x ME10) $200,000 668
2) Terminal Communications (DP11DA's & DP11DC's) $7,900 115 a)
3) Sync Communications System (DC-75) $50,000 250* b)

TOTAL $1,769,325 (Not incl. sales tax)

a) Added to A above.
b) Deletes $71,400 of B above.
3. **Explanation**

a. **Major Assumptions**

The five-year budget request has been prepared with the following major assumptions:

1. SUMEX will include a PDP-10 KI-10 Processor with 192K words of core plus four PDP-11 satellite processors. Additional "user owned" remote satellites will be attached by collaborators.

2. It is assumed that the Medical Center will opt to replace the 360/50 with a PDP-10 for the Service Facility. SUMEX personnel will mount a PL-type language on the PDP-10 in order to provide a transition from the 360/50 for current software.

3. A 10% education discount from list price on the PDP-10 has been assumed. A higher discount may be negotiable.

4. The staff of SUMEX will evolve from the existing groups which have demonstrated competence in tackling and solving biomedical computing problems.

5. University authorization and funding of modifications to existing machine room space are assumed. Detailed and formal proposals will not be available for consideration by the University prior to submission of this proposal.

6. We expect that the full lease costs associated with the SUMEX PDP-10 System will be covered by the proposed grant. A full pay-out, 5-year lease is proposed.

7. In general, collaborators will provide their own laboratory hardware and applications programming. SUMEX will provide host computer services, system software support, and some assistance in interfacing to the host.

8. A beginning date of August 1, 1973, is proposed. This coincides with the end of the current ACME grant.

b. **Notes on Budget Elements -- Year 1**

The explanation of each budget element requested for Year 1 is presented below.

**Salaries:** The salaries included in the budget are based upon the following manpower assumptions:

1. SUMEX will have a Facility Director, a senior technical project leader, and a one-half time administrative manager on its management team. It is assumed that one project leader might be given the small machine support task while the other would handle the extended realtime support tasks. A total of 10 systems programming personnel are included in the budget. This will make a tight fit in Year 1 when an estimated 5.5 man-years will be devoted to the transition of a PL-type language
to the PDP-10. The number of programmers covered by the budget reflects our concern with becoming "too large" to be manageable as a research team, as well as recognition of the large effort required to achieve our goals.

Five man-years of engineering and technician effort are budgeted. Their primary efforts will involve design, fabrication, installation, and maintenance of special interfaces and communications lines. Much of the collaborators' work described in the proposal will be dependent upon interfacing new hardware to computing systems. For example, two scanning devices are to be acquired by collaborative projects and will be interfaced to machines in the Resource. Detailed planning for this group will be dependent upon future decisions in the participating projects.

The Operations staff will operate, by assumption, both the SUMEX and SUMCCF systems. Since the SUMEX operation will involve only a few research groups, the operations tasks should be relatively light during most hours of operation. If the SUMCCF budgets four full time equivalents and the SUMEX budgets three, then it is feasible to cover all 21 shifts per week. The operations staff figure includes an Operations Manager who would be shared by the two facilities. All of these estimates are based upon the assumptions that SUMEX and SUMCCF will be situated in a common area and that shared operating staffs are desired by computing coordinators in the Center.

The balance of the staff will be comprised of an applied mathematician, one administrative aide, one secretary, plus occasional part time help, including graduate student research assistants. The applied mathematician is requested in order to assist collaborators and core research efforts. Such assistance should prove especially valuable in developing new algorithms, appraising new techniques for image processing, etc.

(2) **Staff Benefits:** The standard rate for the University's FY1974 is 17%.

(3) **Training, Consulting, Travel, and Publications:** The training budget of $2,000 will be used to make the staff better acquainted with PDP-10's, various satellite processors, and new software techniques. The consulting item of $2,500 is an estimate of the first year's needs. It is double the current year budget for ACME outside consulting due to the complexity of tasks to be undertaken. The travel time should provide eight trips to the east coast, 3 to the midwest, and 6 on the west coase ($3,200 + 900 + 400 = $4,400). The travel funds will be used to exchange information with other research centers, attend training sessions, disseminate information, and investigate possible network participation.
(4) **Materials and Supplies**: These estimates are based entirely upon the experience gained in the ACME Grant. The items are as follows:

<table>
<thead>
<tr>
<th>Item</th>
<th>Est. Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Office Supplies</td>
<td>$4,000</td>
</tr>
<tr>
<td>Computer Operations Supplies</td>
<td>$6,000</td>
</tr>
<tr>
<td>Publications</td>
<td>$2,500</td>
</tr>
<tr>
<td>Postage and Freight</td>
<td>$2,500</td>
</tr>
<tr>
<td>Books and Periodicals</td>
<td>$200</td>
</tr>
<tr>
<td>Office Telephone</td>
<td>$7,000</td>
</tr>
<tr>
<td>Technical Services</td>
<td>$2,000</td>
</tr>
<tr>
<td>Engineering Supplies</td>
<td>$15,000</td>
</tr>
</tbody>
</table>

**Total** $39,200

(5) **Communications Costs**: Collaborators in this proposal are situated from 100 feet to 2.5 miles from the existing machine room. This budget element will be used to provide high data rate communications lines as required by each research project. Dr. Kopell's group is located in the Palo Alto Veterans Hospital which is about 2.5 miles distant. The mass spectrometer used by the DENDRAL group is situated in the Chemistry Building which is more than 1,000 feet from the machine room. Communications will be handled by a combination of Telephone Company lines and local hardwire connections. Specific transmission requirements must precede detailed estimates. A 40kb telephone line connecting VA Hospital and the machine room has been priced at $596 per month plus an installation fee of $950. This budget element will also include some modem rentals. We anticipate the announcement of a number of commercially available modems which will accommodate bandwidths and data rates of interest.

(6) **Equipment Lease**: The hardware described in Section E of the proposal is a KI-10 System with a list purchase price of $1,744,750. A full payout lease has been offered by DEC at 2.2% of the purchase price per month. A 10% educational discount has been assumed; no negotiation has been held with DEC on this point. To this net price, the 5% California Use Tax must be added. The lease rate is calculated as $1,744,750 less 10% plus 5% tax at 2.2% per month giving a monthly rate of $36,274. At the end of five years, the equipment will be owned. The lease rate does not include maintenance. Additional equipment was presented in Section E as "options". The options included additional core, terminal communications add-ons, and a synchronous communications system. In view of the competing demands for funding, these items have been excluded from the budget. If future arrangements with DEC permit the acquisition of more equipment within the budgeted dollars, then optional items will be added to the configuration. The optional items were initially part of the required configuration but were set aside in order to obtain a balance between hardware and personnel within an overall budget which was deemed feasible.
Maintenance of Equipment: The primary hardware maintenance contract will be with DEC. Using DEC's standard 5-day 12-hour maintenance contract for all items in the budgeted configuration results in monthly charges of $7,053. This figure includes estimates for six hardware items on which standard maintenance charges have not been announced. This level of maintenance may be adequate for the research activity of SUMEX. If more hours are needed in order to provide better backup support for the SUMCCF, the 5-day 12-hour assumption will be re-evaluated. In addition to the $84,600 for PDP-10 system maintenance, the budget includes $9,400 for maintenance contracts covering graphics stations, additional small machine peripherals, communications hardware, etc.

Other Equipment: In addition to the items identified in the PDP-10 system, SUMEX will require equipment for its engineering group, communications hardware, and graphics support. In a research and development program of the type proposed, equipment needs will arise which cannot be specified today. A few examples of the types of hardware which are likely to be required include: complete graphics station: for $8,000; special hardware interfaces for small machines for $10,000; expansions to the small machine equipment pool for $16,000; and communications hardware for $6,000.

Alterations and Renovations: $45,000 are included in the budget in order to provide adequate facilities in which to house the SUMEX hardware. Extension of the existing space occupied by the ACME Machine Room will be needed. The University is being asked to provide structural modifications. This proposal includes the funds to provide necessary air conditioning, false floors, cable tray access, and some special electrical provision for the computing facilities. The cost estimate is rough at this time. Efforts will be made in the near term to obtain requisite approvals from the University plus the funding for the building modifications. Also, more detailed estimates of special facilities associated with the hardware will be prepared.
I. FUTURE PLANS

Our plans beyond the requested five-year period of support call for hardware dedicated to the types of user projects listed in our proposal. We expect that the central hardware will continue to be available as a research resource for a limited number of users. New projects presumably will emerge calling for development of new computing techniques. The current talents of the staff will be deepened and new skills will be developed which we assume will prove highly useful in solution of some of tomorrow's problems.

A lesson from the ACME experience is that technological change, as evidenced by the minicomputer revolution, must be carefully monitored. We hope to anticipate major changes more accurately so that new developments will integrate well with local research efforts. We would expect, based upon current trends, to involve ourselves with computer architectures other than the initial selection for this research resource.
J. APPENDICES

1. ACME User Publications

2. Biographical Sketches
This list contains papers voluntarily reported to ACME.


Bernfield, M., "Chromatographic Properties of Pyrrolidone Carboxylate-tRNA," submitted to J BIOLOGICAL CHEM.


Fries, J., "The Effect of Ice Water on Esophageal Rewarming in Connective Tissue Diseases (CTD)," abstract submitted to GASTROENTEROLOGY.


Kriss, J., "The Long-Acting Thyroid Stimulator and Thyroid Disease," ADVANCES IN INTERNAL MEDICINE, 1970.


Levitt, L. and L. Knight, "Intrapair and Interpair Chromosome Distance at Metaphase in Human Lymphocytes," in preparation.


Smith, R., "Discussion Tasks as a Measure of Family Role Structure: Implications for the Study of Pathological Families," submitted for publication in J. PSYCHIAT. RESEARCH.

Smith, R., "Discussion Versus Communication Network Tasks in the Study of Family Role Structure," submitted for publication in J. NERV. MENTAL DISEASES.


Wiederhold, G., "A Summary of the ACME System," PROCEEDINGS OF THE CONVERSA-


* New Entry Since Last ARUB.

Revision of ARUB-B dated August 12, 1971
 Dist: USERS/ALL
# BIOGRAPHICAL SKETCH

(Give the following information for all professional personnel listed on page 3, beginning with the Principal Investigator.
Use continuation pages and follow the same general format for each person.)

<table>
<thead>
<tr>
<th>NAME</th>
<th>TITLE</th>
<th>BIRTHDATE (Mo., Day, Yr.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LEDEBERG, JOSHUA</td>
<td>Professor and Executive Head. Department of Genetics</td>
<td>5-23-25</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PLACE OF BIRTH (City, State, Country)</th>
<th>PRESENT NATIONALITY (If non-U.S. citizen, indicate kind of visa and expiration date)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Montclair, New Jersey U.S.A.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SEX</th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>EDUCATION (Begin with baccalaureate training and include postdoctoral)</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>INSTITUTION AND LOCATION</th>
<th>DEGREE</th>
<th>YEAR CONFERRED</th>
<th>SCIENTIFIC FIELD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Columbia College, New York</td>
<td>B.A.</td>
<td>1944</td>
<td></td>
</tr>
<tr>
<td>College of Physicians &amp; Surgeons. Columbia University, New York (1944-46)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yale University</td>
<td>Ph.D.</td>
<td>1947</td>
<td>Microbiology</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>HONORS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1957 - National Academy of Sciences</td>
</tr>
<tr>
<td>1958 - Nobel Prize in Medicine</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>MAJOR RESEARCH INTEREST</th>
<th>ROLE IN PROPOSED PROJECT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Molecular Genetics; Artificial Intelligence</td>
<td>PRINCIPAL INVESTIGATOR</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>RESEARCH SUPPORT (See instructions)</th>
</tr>
</thead>
</table>

SEE ATTACHMENTS:

<table>
<thead>
<tr>
<th>RESEARCH AND/OR PROFESSIONAL EXPERIENCE (Starting with present position, list training and experience relevant to area of project. List all or most representative publications. Do not exceed 3 pages for each individual.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1961- Stanford University</td>
</tr>
<tr>
<td>Director, Kennedy Laboratories for Molecular Medicine</td>
</tr>
<tr>
<td>1959- University of Wisconsin</td>
</tr>
<tr>
<td>Chairman, Department of Medical Genetics</td>
</tr>
<tr>
<td>1957-1959 University of Wisconsin</td>
</tr>
<tr>
<td>Professor, Genetics and Biology, and Executive Head, Department of Genetics, Stanford University</td>
</tr>
<tr>
<td>1957 Melbourne University, Australia</td>
</tr>
<tr>
<td>Fulbright Visiting Professor of Bacteriology</td>
</tr>
<tr>
<td>1950 University of California, Berkeley</td>
</tr>
<tr>
<td>Visiting Professor of Bacteriology</td>
</tr>
<tr>
<td>1947-1959 University of Wisconsin</td>
</tr>
<tr>
<td>Professor of Genetics</td>
</tr>
<tr>
<td>1946-1947 Yale University. Research Fellow of the Jane Coffin Childs Fund for Medical Research</td>
</tr>
<tr>
<td>1945-1946 Columbia University. Research Assistant in Zoology</td>
</tr>
</tbody>
</table>

Professional Activities:

| 1967- | NIMH: National Mental Health Advisory Council |
| 1961-1962 | President (Kennedy)'s Panel on Mental Retardation |
| 1960- | NASA Committees: Lunar and Planetary Missions Board |
| 1958- | National Academy of Sciences: Committees on Space Biology |
| 1950- | President's Science Advisory Committee panels. National Institutes of Health, National Science Foundation study sections (genetics) |
LIST OF PUBLICATIONS

81. Lederberg, J., 1959
   A View of Genetics.

182. Buchs, A., A.B. Delfino, A.M. Duffield, C. Djerassi, D.G. Buchanan,
     Applications of Artificial Intelligence for Chemical Inference. VI.
     Approach to a general method of interpreting low resolution mass spectra
     with a computer.

     On generality and problem solving: a case study using the DENDRAL program
     in Machine Intelligence 6, (B. Meltzer and D. Michie, eds.),
     Edinburgh University Press, P. 165-190.

192. Reynolds, W.E., V.A. Bacon, J.C. Bridges, T.C. Coburn, D. Halpern,
     A computer operated mass spectrometer system.

194. Lederberg, J.
     "Use of Computer to Identify Unknown Compounds: The Automation of Scientific
     Inference" in Biochemical Applications of Mass Spectrometry (G.R. Waller,
<table>
<thead>
<tr>
<th>Grant</th>
<th>Project Title</th>
<th>Dates</th>
<th>Amt.</th>
<th>Budgeted Amt. of Salary</th>
</tr>
</thead>
<tbody>
<tr>
<td>JPL Contract 952489</td>
<td>Extended Mission of Mariner Mars</td>
<td>9/1/69 - 6/30/72</td>
<td>$185,000</td>
<td>16%</td>
</tr>
<tr>
<td>NASA NAS-19692</td>
<td>Viking Biology Team</td>
<td>6/30/72</td>
<td>$9,608</td>
<td></td>
</tr>
<tr>
<td>NIH RR0311</td>
<td>Advanced Computer for Med. Research</td>
<td>1966 - 7/31/73</td>
<td></td>
<td>25%</td>
</tr>
<tr>
<td>NIH AI 05160-14</td>
<td>Genetics of Bacteria</td>
<td>9/1/71 - 8/31/72</td>
<td>$58,000</td>
<td></td>
</tr>
<tr>
<td>NIH GM 295-13</td>
<td>Training Program in Genetics</td>
<td>7/1/71 - 6/30/72</td>
<td>$130,609</td>
<td></td>
</tr>
<tr>
<td>NSF GB 29094</td>
<td>Exchange Program in Genetics and Molecular Biology between Universities of Stanford and Pavia (Italy)</td>
<td>5/1/72 - 4/30/73</td>
<td>$60,000</td>
<td></td>
</tr>
<tr>
<td>NASA NGR 05-020-004</td>
<td>Cytochemical Studies of Planetary Micro-organisms</td>
<td>9/1/71 - 8/30/72</td>
<td>$240,000</td>
<td>05%</td>
</tr>
</tbody>
</table>
### BIOGRAPHICAL SKETCH

(Give the following information for all professional personnel listed on page 3, beginning with the Principal Investigator. Use continuation pages and follow the same general format for each person.)

<table>
<thead>
<tr>
<th>NAME</th>
<th>TITLE</th>
<th>BIRTHDATE (Mo, Day, Yr.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Edward A. Feigenbaum</td>
<td>Professor of Computer Science</td>
<td>1-20-36</td>
</tr>
</tbody>
</table>

**PLACE OF BIRTH (City, State, Country)**

Weehawken, New Jersey

**PRESENT NATIONALITY (If non-U.S. citizen, indicate kind of visa and expiration date)**

U. S. A.

**SEX**

Male

**EDUCATION (Begin with baccalaureate training and include postdoctoral)**

<table>
<thead>
<tr>
<th>INSTITUTION AND LOCATION</th>
<th>DEGREE</th>
<th>YEAR CONFERRED</th>
<th>SCIENTIFIC FIELD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carnegie Institute of Technology</td>
<td>B. S.</td>
<td>1956</td>
<td>Electrical Engineering</td>
</tr>
<tr>
<td>Carnegie Institute of Technology</td>
<td>Ph.D.</td>
<td>1959</td>
<td>Industrial Administration</td>
</tr>
</tbody>
</table>

**HONORS**


**MAJOR RESEARCH INTEREST**

Artificial Intelligence Research

Heuristic Programming

**ROLE IN PROPOSED PROJECT**

Associate Investigator

**RESEARCH SUPPORT (See instructions)**

<table>
<thead>
<tr>
<th>Contract/Grant No.</th>
<th>Title</th>
<th>Current Total, Proj.</th>
<th>% Source of Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARPA SD-183</td>
<td>The Heuristic Programming Project of the Stanford Artificial Intelligence Project</td>
<td>$200,000 $700,548</td>
<td>42% ARPA</td>
</tr>
<tr>
<td>5 R24 RR00612-02</td>
<td>Resource-Related Research; Computers and Chemistry</td>
<td>214,093 722,062</td>
<td>27% NIH</td>
</tr>
</tbody>
</table>

**RESEARCH AND/OR PROFESSIONAL EXPERIENCE (Starting with present position, list training and experience relevant to area of project. List all or most representative publications. Do not exceed 3 pages for each individual.)**

1965-

1965-68 Stanford University, Computer Science Department Faculty

1968-72 National Institutes of Health, Member, Computer and Biomathematical Sciences Study Section

1965-

1960-64 University of California, Berkeley

Research-Center for Research in Management Science, 1960-64

Research-Center for Human Learning, 1961-64

Assistant and Associate Professor, School of Business Administration, 1960-64

1963 National Science Foundation. Summer Research Training Institute in Computer Simulation of Cognitive Processes. Faculty member.


1956 IBM Scientific Computing Center, New York
Recent Publications


Publications
Page 2
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*(Give the following information for all professional personnel listed on page 3, beginning with the Principal Investigator. Use continuation pages and follow the same general format for each person.)*

#### NAME

<table>
<thead>
<tr>
<th>NAME</th>
<th>TITLE</th>
<th>BIRTHDATE (Mo., Day, Yr.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thomas C. Rindfleisch</td>
<td>Research Associate</td>
<td>12-10-41</td>
</tr>
</tbody>
</table>

#### PLACE OF BIRTH (City, State, Country)

<table>
<thead>
<tr>
<th>PLACE OF BIRTH</th>
<th>PRESENT NATIONALITY</th>
<th>SEX</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oshkosh, Wisconsin, USA</td>
<td>USA</td>
<td>☑ Male</td>
</tr>
</tbody>
</table>

#### EDUCATION (Begin with baccalaureate training and include postdoctoral)

<table>
<thead>
<tr>
<th>INSTITUTION AND LOCATION</th>
<th>DEGREE</th>
<th>YEAR CONFERRED</th>
<th>SCIENTIFIC FIELD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Purdue University, Lafayette, Ind.</td>
<td>B.S</td>
<td>1962</td>
<td>Physics</td>
</tr>
<tr>
<td>California Institute of Technology, Pasadena, CA</td>
<td>M.S</td>
<td>1965</td>
<td>Physics</td>
</tr>
<tr>
<td></td>
<td>Ph.D</td>
<td>Thesis to be completed. All course work and examinations completed.</td>
<td></td>
</tr>
</tbody>
</table>

#### HONORS

- Purdue University. Graduated with Highest Honors, Sigma Xi.

#### MAJOR RESEARCH INTEREST

- Space sciences, computer science and image processing

#### ROLE IN PROPOSED PROJECT

- Technical Support

#### RESEARCH SUPPORT & INSTRUCTIONS

**Research and/or Professional Experience** *(Starting with present position, list training and experience relevant to area of project. List all or most representative publications. Do not exceed 3 pages for each individual.)*

1971-Present  Stanford University Medical School, Department of Genetics, Stanford, CA.  
Research Associate - Mass Spectrometry, Instrumentation research.

1962-1971  Jet Propulsion Laboratory, California Institute of Technology, Pasadena, CA.  
Relevant Experience:  
1962-1960: Engineer - design and implement image processing computer software.


**SECTION II - PRIVILEGED COMMUNICATION**

**BIOGRAPHICAL SKETCH**

(Give the following information for all professional personnel listed on page 3, beginning with the Principal Investigator. Use continuation pages and follow the same general format for each person.)

<table>
<thead>
<tr>
<th>NAME</th>
<th>TITLE</th>
<th>BIRTHDATE (Mo., Day, Yr.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Donald C. Harrison</td>
<td>Professor of Medicine</td>
<td>2/24/34</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PLACE OF BIRTH (City, State, Country)</th>
<th>PRESENT NATIONALITY (If non-U.S. citizen, indicate kind of visa and expiration date)</th>
<th>SEX</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blount County, Alabama</td>
<td>U.S.</td>
<td>✔ Male</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>INSTITUTION AND LOCATION</th>
<th>DEGREE</th>
<th>YEAR CONFERRED</th>
<th>SCIENTIFIC FIELD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Birmingham Southern College, Ala.</td>
<td>B.S.</td>
<td>1954</td>
<td>Chemistry</td>
</tr>
<tr>
<td>Medical College of Alabama</td>
<td>M.D.</td>
<td>1958</td>
<td>Medicine</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>HONORS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Omicron Delta Kappa, Phi Beta Kappa, Alpha Omega Alpha</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>MAJOR RESEARCH INTEREST</th>
<th>ROLE IN PROPOSED PROJECT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computer applications in Cardiology</td>
<td>Collaborator</td>
</tr>
</tbody>
</table>

**RESEARCH SUPPORT (See Instructions)**


**RESEARCH AND/OR PROFESSIONAL EXPERIENCE**

(Starting with present position, list training and experience relevant to area of project. List all or most representative publications. Do not exceed 3 pages for each individual.)

1972-    Professor of Medicine, Stanford Univ. School of Med., Stanford, Ca.
1968-72  Associate Prof. of Medicine, Stanford Univ, School of Med.
1967-    Chief, Division of Cardiology, Stanford Univ. School of Med.
1965-68  Asst. Prof. of Medicine, Stanford Univ. School of Med.
1964-69  Asst. Program Director, Clinical Research Center, Stanford Univ.
1963-64  Instructor in Medicine and Chief Resident in Medicine, Stanford Univ. School of Med.
1961-63  Clinical Research Associate, National Heart Institute, NIH, Bethesda, Md.
1960-61  Research Fellow, Harvard Medical School, Boston, Mass.
1958-60  Intern and Asst. Resident in Medicine, Peter Bent Brigham Hospital, Boston, Mass.
Donald C. Harrison, M.D.  

Bibliography
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(Give the following information for all professional personnel listed on page 3, beginning with the Principal Investigator.
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NAME
Stenson, Robert E.

TITLE
Asst. Prof. of Medicine

BIRTHDATE (Mo., Day, Yr.)
6/1/38

PLACE OF BIRTH (City, State, Country)
Pennsylvania

PRESENT NATIONALITY (If non-U.S. citizen, indicate kind of visa and expiration date)
U.S.

SEX
M [Male] [Female]

EDUCATION (Begin with baccalaureate training and include postdoctoral)

<table>
<thead>
<tr>
<th>INSTITUTION AND LOCATION</th>
<th>DEGREE</th>
<th>YEAR CONFERRED</th>
<th>SCIENTIFIC FIELD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Harvard School of Medicine</td>
<td>M.D.</td>
<td>1965</td>
<td></td>
</tr>
</tbody>
</table>

HONORS
Eta Kappu Nu—Honorary Society of Electrical Engineers
Tau Beta Pi—Honorary Society of Engineers
Sigma Xi—Honorary Scientific Society

MAJOR RESEARCH INTEREST
Computer Applications in Cardiology

ROLE IN PROPOSED PROJECT
Collaborator

RESEARCH AND/OR PROFESSIONAL EXPERIENCE (Starting with present position, list training and experience relevant to area of project. List all or most representative publications. Do not exceed 3 pages for each individual.)

1972- Assistant Professor of Medicine, Stanford University School of Medicine, Stanford, Cal.
1971- Clinical Instructor of Medicine, University of California, Davis, Cal.
1970-72 Major USAF, MC, Staff Cardiologist, Travis AFB, Cal.
1969-70 Sr. Resident, Stanford University Hospital, Stanford, Cal.
1967-69 Postdoctoral Fellow, Cardiology Division, Stanford University School of Medicine, Stanford, Cal.
1966-67 Resident, Beth Israel Hospital, Boston, Mass.
1965-66 Intern, Beth Israel Hospital, Boston, Mass.
Robert E. Stenson, M.D. Bibliography


**Biographical Sketch**

(Give the following information for all professional personnel listed on page 3, beginning with the Principal Investigator. Use continuation pages and follow the same general format for each person.)

<table>
<thead>
<tr>
<th>Name</th>
<th>Title</th>
<th>Birthdate (Mo., Day, Yr.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thomas A. Stamey, M.D.</td>
<td>Professor of Surgery, Chairman, Division of Urology</td>
<td>April 26, 1928</td>
</tr>
</tbody>
</table>

**Place of Birth (City, State, Country)**

Rutherfordton, N.C. USA

**Present Nationality (If non-US citizen, indicate kind of visa and expiration date)**

Male

**Education (Begin with baccalaureate training and include postdoctoral)**

<table>
<thead>
<tr>
<th>Institution and Location</th>
<th>Degree</th>
<th>Year Conferred</th>
<th>Scientific Field</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vanderbilt University, Nashville, Tenn.</td>
<td>A.B.</td>
<td>1948</td>
<td>Medicine</td>
</tr>
<tr>
<td>Johns Hopkins University School of Medicine</td>
<td>M.D.</td>
<td>1952</td>
<td>Medicine</td>
</tr>
<tr>
<td>Johns Hopkins University School of Medicine, Brady Urological House Staff Residency</td>
<td></td>
<td>1952-1956</td>
<td>Urology</td>
</tr>
</tbody>
</table>

**Honors**

Chairman, Comm. Renal Disease and Urology Training Grants, NIAMD, NIH; Member, Advisory Board, USPHS/Coop Study on Renal Disease and Pyelonephritis; Member, National Scientific Advisory Board, National Kidney Foundation; Member, Scientific Advisory Council, No. Calif. Kidney Foundation; Member, Research Comm., No. Calif. Kidney Fndtn; Editor, Urology Digest; Member, Editorial Board, Invest. Urol.; Member, Editorial Board.

**Major Research Interest**

Renal Physiology. Infectious Diseases.

**Role in Proposed Project**

Collaborator

**Research Support**

(See instructions)

- 2 TO1 AM 05513 -- Training Grant in Urology
  - Period 7/1/71-6/30/76

- 5 RO1 AI 09366 -- Urinary Infection Grant
  - Period 1/1/70-12/31/72

**Research and/or Professional Experience**

(Starting with present position, list training and experience relevant to area of project. List all or most representative publications. Do not exceed 3 pages for each individual.)

- Professor of Surgery, Chairman, Division of Urology
  - Stanford University School of Medicine
  - 1964-present

- Sabbatical year with Prof. Paul Beeson,
  - Nuffield Dept. of Medicine
  - Radcliffe Infirmary, Oxford, England
  - 1967-1968

- Assoc. Professor of Surgery, Chairman, Division of Urology
  - Stanford University School of Medicine
  - 1961-1964

- Assoc. Professor of Urology
  - Johns Hopkins University School of Medicine
  - 1960-1961

- Asst. Professor of Urology
  - Johns Hopkins University School of Medicine
  - 1958-1960

- U. S. Armed Forces, United Kingdom-Urological Consultant
  - 1956-1958

**Publications:**

See list attached.
THOMAS A. STAMEY, M.D.

PUBLICATIONS

Books

1st reprinting, Mar. 1967.

Chapters in Books


Scientific Papers

## Bioographical Sketch

(Give the following information for all professional personnel listed on page 3, beginning with the Principal Investigator. Use continuation pages and follow the same general format for each person.)

<table>
<thead>
<tr>
<th>NAME</th>
<th>TITLE</th>
<th>BIRTHDATE (Mo., Day, Yr.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constantinou, Christos E.</td>
<td>Research Associate</td>
<td>July 21, 1939</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PLACE OF BIRTH (City, State, Country)</th>
<th>PRESENT NATIONALITY (If non-U.S. citizen, indicate kind of visa and expiration date)</th>
<th>SEX</th>
</tr>
</thead>
<tbody>
<tr>
<td>Limassol, Cyprus</td>
<td>United Kingdom (TI)</td>
<td>☐ Male ☐ Female</td>
</tr>
</tbody>
</table>

### Education (Begin with baccalaureate training and include postdoctoral)

<table>
<thead>
<tr>
<th>INSTITUTION AND LOCATION</th>
<th>DEGREE</th>
<th>YEAR CONFERRED</th>
<th>SCIENTIFIC FIELD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stanford University, Stanford, Calif.</td>
<td>M.Sc.</td>
<td>1968</td>
<td>Biomedical Engineering</td>
</tr>
<tr>
<td></td>
<td>Ph.D.</td>
<td>Expected</td>
<td>Biomechanics</td>
</tr>
</tbody>
</table>

### Honors

Member, Institute of Electrical and Electronic Engineers

### Major Research Interest

Electrophysiology and biomechanics of the upper urinary tract.

### Research Support (See instructions)

NIH Training Grant in Urology - 2 T01 AM 05513
July 1, 1971 - June 30, 1973

### Research and/or Professional Experience (Starting with present position, list training and experience relevant to area of project. List all or most representative publications. Do not exceed 3 pages for each individual.)

1969 - Research Associate, Department of Surgery (Urology), Stanford University
1966-1969 Research Assistant, Department of Surgery (Urology), Stanford University

Development of computer based system for the real time collection and analysis of experimental data from the surgical laboratory. Integration and construction of physiological monitoring devices in the study of the dynamics of transport in the ureter. Incorporation of new electrophysiological techniques with biomechanical transducers to evaluate static and dynamic parameters of the peristaltis.

Cooperation with the Radiology Department in the assessment of contrast media and other methods of visualizing the ureter, in vivo, using the technique described in the list of publications enclosed.

Participate in the training of research residents in the quantification of experimental data and teaching in biophysical and biostatistical techniques using the time shared computer.

Ph.D. candidate. Biomedical Engineering.

1965-1966 Research Assistant, Microwave Laboratory, Department of Radiotherapy, Laser research on parametric oscillators.
Bibliography

Chapters in Books


Scientific Papers


Abstracts and Demonstrations
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NAME
Elliott C. Levinthal

TITLE
Assoc. Dean for Research,
SU Med School, Director of IRL

BIRTHDATE (Mo., Day, Yr.)
April 13, 1922

PLACE OF BIRTH (City, State, Country)
Brooklyn, New York

PRESENT NATIONALITY (If non-U.S. citizen, indicate kind of visa and expiration date)
USA

SEX
Male

EDUCATION (Begin with baccalaurate training and include postdoctoral)

INSTITUTION AND LOCATION

DEGREE

YEAR CONFERRED

SCIENTIFIC FIELD

Columbia College
B.A.
1942
Physics

Massachusetts Institute of Technology
M.S.
1943
Physics and Math

Stanford University
Ph.D.
1949
Physics and Math

HONORS

MAJOR RESEARCH INTEREST
Medical Instrumentaion Research

ROLE IN PROPOSED PROJECT
Collaborator

RESEARCH SUPPORT (See Instructions)

Contract 952489 Mariner 71 Photo Interpretation, Current Year $71,000 Total $445,000
Jet Propulsion Lab, 25% time

Contract NAS-1-9687 Viking 75 Imaging, Current Year $31,658 Total $297,805
Langley Res. Center, 20% time

Grant NGR 05-020-064-513 Cytochemical Studies in Planetary Microorganisms,
Current Year $240,000 Total to date $3,800,000, 25% time

NIH Contract Proposed, Cell Separator Construction, Total $240,000 10% time, no salary
Grant GMI7367-03 Automatic Cell Separation - Clinical and Biological Uses,
Current Year $122,000 Total $354,455, 10% time, no salary (cont'd below)

RESEARCH AND/OR PROFESSIONAL EXPERIENCE (Starting with present position, list training and experience relevant to area of project. List all or most representative publications. Do not exceed 3 pages for each individual)

1970-present Associate Dean for Research Affairs, Stanford University School of Medicine
1961-present Senior Scientist, Director of Instrumentation Research Laboratory,
Dept. of Genetics, Stanford University School of Medicine
1953-1961 President, Levinthal Electronic Products
1952-1953 Chief Engineer, Century Electronics
1950-1952 Research Director, Member of Board of Directors, Varian Associates
1949-1950 Research Physicist, Varian Associates
1946-1948 Research Associate, Nuclear Physics, Stanford University
1943-1946 Project Engineer, Sperry Gyroscope Co., New York
1943 Teaching Fellow in Physics, Massachusetts Institute of Technology

Research Support (cont'd)

Stanford Medical School Associate Dean for Research 25% time
Relevant Publications and Papers:


Relevant Publications
(continued)
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NAME: Leonard A. Herzenberg

TITLE: Professor of Genetics

BIRTHDATE (Mo., Day, Yr.): Nov. 5, 1931

PLACE OF BIRTH (City, State, Country): Brooklyn, New York

PRESENT NATIONALITY (If non-U.S. citizen, indicate kind of visa and expiration date): U.S.

SEX: Male

EDUCATION (Begin with baccalaureate training and include postdoctoral)

<table>
<thead>
<tr>
<th>INSTITUTION AND LOCATION</th>
<th>DEGREE</th>
<th>YEAR CONFERRED</th>
<th>SCIENTIFIC FIELD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brooklyn College, Brooklyn, New York</td>
<td>A.B.</td>
<td>1952</td>
<td>Biology, Chemistry</td>
</tr>
<tr>
<td>California Institute of Technology, Pasadena</td>
<td>Ph.D.</td>
<td>1955</td>
<td>Biochemistry, Immunology</td>
</tr>
<tr>
<td>Pasteur Institute, Paris, Postdoctoral fellow</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

HONORS

- Phi Beta Kappa, Sigma Xi,
- Distinguished Alumnus Award, Brooklyn College, 1970
- Genetics Study Section, National Institutes of Health

MAJOR RESEARCH INTEREST: Immunogenetics, somatic cell genetics

ROLE IN PROPOSED PROJECT: Collaborator

RESEARCH SUPPORT (See instructions)

- N.I.H. AI-08917, Genetics of Immunoglobulins, $44,044 current year, $240,893 total funds for project period

RESEARCH AND/OR PROFESSIONAL EXPERIENCE (Starting with present position, list training and experience relevant to area of project. List all or most representative publications. Do not exceed 3 pages for each individual.)

1969: present Stanford University School of Medicine, Stanford, California, Professor of Genetics
1964-1969: Stanford University School of Medicine, Stanford, California, Associate Professor of Genetics
1959-1964: Stanford University School of Medicine, Stanford, California, Assistant Professor of Genetics
1957-1959: National Institutes of Health, Bethesda, Maryland. Officer, USPHS (Dr. Harry Eagle)
1955-1957: Pasteur Institute, Paris, France (Prof. Jacques Monod, American Cancer Society Postdoctoral Fellow)
1952-1955: Ph.D. California Institute of Technology, Pasadena, California. (Major: Biochemistry, Prof. H. K. Mitchell; Minor: Immunology, Prof. R. D. Owen)

Publications since 1967:


Continuation page


Selected publications before 1967:


Total number of publications: 75.
### BIOGRAPHICAL SKETCH

(Give the following information for all professional personnel listed on page 3, beginning with the Principal Investigator.
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<table>
<thead>
<tr>
<th>NAME</th>
<th>TITLE</th>
<th>BIRTHDATE (Mo. Day. Yr.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bert S. Kopell, M.D.</td>
<td>Chief, Psyt. Research &amp; Training Division, VA Hospital Palo Alto, California</td>
<td>2/11/31</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PLACE OF BIRTH (City, State, Country)</th>
<th>PRESENT NATIONALITY (If non-U.S. citizen, indicate kind of visa and expiration date)</th>
<th>SEX</th>
</tr>
</thead>
<tbody>
<tr>
<td>New York, New York</td>
<td>USA</td>
<td>☑ Male ☐ Female</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>EDUCATION (Begin with baccalaureate training and include postdoctoral)</th>
</tr>
</thead>
<tbody>
<tr>
<td>INSTITUTION AND LOCATION</td>
</tr>
<tr>
<td>Univ. of Geneva, Geneva, Switzerland</td>
</tr>
<tr>
<td>Univ. of Geneva, Geneva, Switzerland</td>
</tr>
<tr>
<td>Maimonides Hospital, New York</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>HONORS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Psychiatry Career Teaching Award--July, 1966 - June, 1968</td>
</tr>
<tr>
<td>Diplomate of American Board of Psychiatry &amp; Neurology in Psychiatry, 1966</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>MAJOR RESEARCH INTEREST</th>
<th>ROLE IN PROPOSED PROJECT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrophysiological Studies of Drugs</td>
<td>Collaborator</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>RESEARCH SUPPORT (See instructions)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Current Research Support</td>
</tr>
<tr>
<td>a. 20% effort VA Part I funds &quot;Electrocortical Measurement of Set and Attention in Psychiatric Patients&quot;. Grant terminates 6/20/72, $15,000 for F.Y. 1972.</td>
</tr>
<tr>
<td>b. 10% effort to: MH 19918; total direct costs for May 1, 1971 to April 30, 1972--$115,062.</td>
</tr>
<tr>
<td>2. Pending Applications</td>
</tr>
<tr>
<td>a. 40% effort &quot;Brain Responses, Behavior and Drug States in Man: A General Research Proposal&quot;. Total amount requested for current year $154,134. Total requested for a 5-yr. period $635,801. Submitted to NIMH.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>RESEARCH AND/OR PROFESSIONAL EXPERIENCE (Starting with presents position, list training and experience relevant to area of project. List all or most representative publications. Do not exceed 3 pages for each individual.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1970-Present Chief, Psychiatry Research &amp; Training Div., VA Hospital, Palo Alto, CA.</td>
</tr>
<tr>
<td>1970-Present Assoc. Professor, Stanford University Sch. of Medicine, Dept. Psychiatry</td>
</tr>
<tr>
<td>1969-Present Director, Medical Student Training Program in Psych., Stanford Univ.</td>
</tr>
<tr>
<td>1964-1966 Research Associate, Palo Alto Veterans Administration Hospital</td>
</tr>
<tr>
<td>1964-1965 Instructor, Stanford Univ. Sch. of Medicine, Dept. of Psychiatry</td>
</tr>
<tr>
<td>1962-1964 Chief, Psychiatric Services, Westover Air Force Base, Massachusetts</td>
</tr>
<tr>
<td>1959-1962 Resident, University of Colorado, Denver, Colorado</td>
</tr>
<tr>
<td>1958-1959 Rotating Intern, Maimonides Hospital, New York</td>
</tr>
</tbody>
</table>

See representative publications

2. Pending Applications (continued)
   b. 20% effort "Brain Responses in Alcoholics During Drinking Cycle". Total amount requested for current year $73,607. Total requested for a 3-yr. period $222,699. Submitted to NIMH.
Bert S. Kopell, M. D.  (143)

PUBLICATIONS


Kopell, B. S., Maxim, P., and Koran, L. Influence of lithium on selective attention as measured by the averaged evoked potential in man. Submitted and accepted for publication by *Psychopharmacologia*.


<table>
<thead>
<tr>
<th>NAME</th>
<th>TITLE</th>
<th>BIRTHDATE (Mo., Day, Yr.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Walton T. Roth, M.D.</td>
<td>Chief of Psychiatric Consultation Services</td>
<td>2/23/39</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PLACE OF BIRTH (City, State, Country)</th>
<th>PRESENT NATIONALITY (If non-U.S. citizen, indicate kind of visa and expiration date)</th>
<th>SEX</th>
</tr>
</thead>
<tbody>
<tr>
<td>Topeka, Kansas</td>
<td>USA</td>
<td>Male</td>
</tr>
</tbody>
</table>

**EDUCATION** (Begin with baccalaureate training and include postdoctoral)

<table>
<thead>
<tr>
<th>INSTITUTION AND LOCATION</th>
<th>DEGREE</th>
<th>YEAR CONFERRED</th>
<th>SCIENTIFIC FIELD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Harvard College</td>
<td>B.A.</td>
<td>1961</td>
<td>Biochemistry</td>
</tr>
<tr>
<td>New York University School of Medicine</td>
<td>M.D.</td>
<td>1965</td>
<td></td>
</tr>
</tbody>
</table>

**HONORS**

- N.Y.U. Merit Scholar, 1961-1965
- AOA Medical Honor Society, elected 1965

**SCIENTIFIC FIELD**

- Diplomate of American Board of Psychiatry and Neurology
- Psychiatry, 1972

**MAJOR RESEARCH INTEREST**

- Human Electrophysiology

**ROLE IN PROPOSED PROJECT**

- Collaborator

**RESEARCH SUPPORT (See instructions)**

1. Current Research
   - None

2. Pending Applications
   - a. 50% effort "Brain responses in alcoholics during drinking cycle". Total amount requested for current year $73,607. Total requested for a 3-year period $222,699. Submitted to NIMH.
   - b. 50% effort "Brain responses, behavior and drug states in man: a general research proposal". Total amount requested for current year $154,134. Total requested for a 5-year period $635,801. Submitted to NIMH and VA.

**RESEARCH AND/OR PROFESSIONAL EXPERIENCE** (Starting with present position, list training and experience relevant to area of project. List all or most representative publications. Do not exceed 3 pages for each individual.)

- 1971 - Present Chief of Psychiatric Consultation Services, V.A. Hospital, Palo Alto, Ca.
- 1969 - 1971 National Institutes of Mental Health, Clinical Associate
- 1966 - 1969 Resident in Psychiatry, Stanford Hospital
- 1965 - 1966 Intern in Medicine, North Carolina Memorial Hospital
- 1964 National Science Foundation Summer Fellowship, The Worcester Foundation for Experimental Biology
- 1960 National Science Foundation Summer Fellowship, Harvard

See Representative Publications
Publications, Walton T. Roth, M.D.


Roth, W.T. Auditory evoked responses to unpredictable stimuli. Submitted for publication, 1972b.
SECTION II - PRIVILEGED COMMUNICATION

BIOGRAPHICAL SKETCH

(Give the following information for all professional personnel listed on page 3, beginning with the Principal Investigator.
Use continuation pages and follow the same general format for each person.)

<table>
<thead>
<tr>
<th>NAME</th>
<th>TITLE</th>
<th>BIRTHDATE (Mo., Day, Yr.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ronald D. Jamtgaard</td>
<td>Facility Director (ACME)</td>
<td>May 2, 1933</td>
</tr>
</tbody>
</table>

PLACE OF BIRTH (City, State, Country)

Sioux Falls, South Dakota

PRESENT NATIONALITY (If non-U.S. citizen, indicate kind of visa and expiration date)

USA

SEX

- Male

EDUCATION (Begin with baccalaureate training and include postdoctoral)

<table>
<thead>
<tr>
<th>INSTITUTION AND LOCATION</th>
<th>DEGREE</th>
<th>YEAR CONFERRED</th>
<th>SCIENTIFIC FIELD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Augustana College, Sioux Falls, S.D.</td>
<td>A.B.</td>
<td>1957</td>
<td>coursework for M.A.</td>
</tr>
<tr>
<td>University of Minnesota</td>
<td></td>
<td></td>
<td>in Pub. Admin.</td>
</tr>
<tr>
<td>University of Minnesota</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

HONORS

MAJOR RESEARCH INTEREST

Biomedical computing, communications systems

ROLE IN PROPOSED PROJECT

Management Support

RESEARCH SUPPORT (See instructions)

ACME Computing Facility, Stanford School of Medicine 95% time RRO0311
S.U. Medical Center Computer Planning Funds 5%

RESEARCH AND/or PROFESSIONAL EXPERIENCE (Starting with present position, list training and experience relevant to area of project. List all or most representative publications. Do not exceed 3 pages for each individual.)

1970-present  Director, Advanced Computer for Medical Research (ACME) Stanford Medical School, Stanford Computation Center, Stanford University.


1967-1969  Inter-Facility Associate Director, Stanford Computation Center, Stanford University.

1966-  Executive Assistant to Director (Dr. W.K.H. Panofsky) Stanford Linear Accelerator Center, Stanford University.

1961-1966  Budget Officer, Stanford Linear Accelerator Center, Stanford University.

BIOGRAPHICAL SKETCH

(Give the following information for all professional personnel listed on page 3, beginning with the Principal investigator. Use continuation pages and follow the same general format for each person.)

NAME
Gio C.W. Wiederhold

TITLE
Lecturer, Consultant, and Senior Systems Designer

BIRTHDATE (Mo., Day, Yr.)
June 24, 1936

PLACE OF BIRTH (City, State, Country)
Varese, Italy

PRESENT NATIONALITY (If non-U.S citizenship, indicate kind of visa and expiration date)
Permanent Resident Alien

SEX
Male

EDUCATION (Begin with baccalaureate training and include postdoctoral)

INSTITUTION AND LOCATION
TMS Technicum, Rotterdam, Holland
U.C. Berkeley, Calif. 1960-64

DEGREE
B.S.

YEAR CONFERRED
1957

SCIENTIFIC FIELD
Aeronautical Eng.

Coursework in heuristic programming, compiler design, etc.

HONORS
Graduated cum laude from TMS Technicum.

MAJOR RESEARCH INTEREST
Use of computers in data reduction and medical applications of computers.

ROLE IN PROPOSED PROJECT
Technical Staff

RESEARCH SUPPORT (See instructions)

ACME Computing Facility, Computation Center, Stanford University. Supported under the Biotechnology Resources Branch of NIH, Grant No. RR00311-06. (30% time)

Department of Surgery, Div. of Cardiovascular Surgery, S.U. Medical Center, Stanford University, consultant. (10% time)

Hospital Data Processing, S.U. Hospital, Stanford University, technical assistant. (60% time)

RESEARCH AND/or PROFESSIONAL EXPERIENCE (Starting with present position, list training and experience relevant to area of project. List all or most representative publications. Do not exceed 3 pages for each individual.)

1970-present: User Services Manager, ACME and consultant to Director, S.U. Hospital, ADP.
1965-70: Director, ACME Facility, Stanford Computation Center.
1965-present: Lecturer, Computer Science Dept., Stanford University.
1964-65: Visiting Professor, Indian Inst. of Technology, Kanpur, India under USAID.


Bibliography:
3) Wiederhold, G. and Potter, R.L.: Computation of the equilibrium composition of
4) Wiederhold, G.: Control language for an interactive time-sharing system. SHARE

(continued)
Bibliography (continued)


BIOGRAPHICAL SKETCH

(Give the following information for all professional personnel listed on page 3, beginning with the Principal Investigator. Use continuation pages and follow the same general format for each person.)

<table>
<thead>
<tr>
<th>NAME</th>
<th>TITLE</th>
<th>BIRTHDATE (Ma., Day, Yr.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hundley, Lee</td>
<td>Assistant Director, ACME</td>
<td>January 31, 1931</td>
</tr>
</tbody>
</table>

PLACE OF BIRTH (City, State, Country)

Dallas, Texas

PRESENT NATIONALITY (If non-U.S. citizen, indicate kind of visa and expiration date)

USA

SEX

☐ Male ☐ Female

EDUCATION (Begin with baccalaureate training and include postdoctoral)

<table>
<thead>
<tr>
<th>INSTITUTION AND LOCATION</th>
<th>DEGREE</th>
<th>YEAR CONFERRED</th>
<th>SCIENTIFIC FIELD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Southern Methodist University, Dallas, Texas</td>
<td>B.S.</td>
<td>1960</td>
<td>Electrical Engineer</td>
</tr>
<tr>
<td>San Jose State College, S.J., Calif.</td>
<td></td>
<td></td>
<td>coursework for MA</td>
</tr>
</tbody>
</table>

HONORS

Sigma Tau - Engineering Honorary Fraternity
Eta Kappa Nu - Electrical Engineering Honorary Fraternity
Graduated second in a class of 92 from Southern Methodist University

MAJOR RESEARCH INTEREST

Biomedical Computing Applications

ROLE IN PROPOSED PROJECT

Technical Staff

RESEARCH SUPPORT (See instructions)

ACME Computing Facility, Stanford School of Medicine 100% time RR00311

RESEARCH AND/OR PROFESSIONAL EXPERIENCE (Starting with present position, list training and experience relevant to area of project. List all or most representative publications. Do not exceed 3 pages for each individual.)

1967-present Assistant Director ACME Computing Facility, Stanford University
1961-1966 Research Engineer, Instrumentation Research Laboratory, Genetics Department, Stanford School of Medicine.
1959-1961 Research Scientist, University of Texas Southwestern Medical School.
Publications:


**SECTION II - PRIVILEGED COMMUNICATION**

**BIOGRAPHICAL SKETCH**

(Give the following information for all professional personnel listed on page 3, beginning with the Principal Investigator. Use continuation pages and follow the same general format for each person.)

<table>
<thead>
<tr>
<th>NAME</th>
<th>TITLE</th>
<th>BIRTHDATE (M., D., Y.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regina Frey</td>
<td>Systems Programmer</td>
<td>September 4, 1957</td>
</tr>
</tbody>
</table>

**PLACE OF BIRTH (City, State, Country)**

Newton County, Indiana

**PRESENT NATIONALITY (If non-U.S. citizen, indicate kind of visa and expiration date)**

USA

**SEX**

- Male

**EDUCATION (Begin with baccalaureate training and include postdoctoral)**

<table>
<thead>
<tr>
<th>INSTITUTION AND LOCATION</th>
<th>DEGREE</th>
<th>YEAR CONFERRED</th>
<th>SCIENTIFIC FIELD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Purdue University, Lafayette, Indiana</td>
<td>B.S.</td>
<td>1959</td>
<td>Mathematics</td>
</tr>
</tbody>
</table>

**HONORS**

General Motors and Purdue University Alumni Association Scholarships

**MAJOR RESEARCH INTEREST**

Biomedical systems computing

**ROLE IN PROPOSED PROJECT**

Technical Staff

**RESEARCH SUPPORT (See instructions)**

ACME Computing Facility, Stanford University School of Medicine 100% time

NIH BRR Grant RR00311

**RESEARCH AND/OR PROFESSIONAL EXPERIENCE (Starting with present position, list training and experience relevant to area of project. List all or most representative publications. Do not exceed 3 pages for each individual.)**

1968-present  Systems programmer, ACME Facility, Stanford Computation Center, Stanford University


**Education**

1959: Programmers Training School, System Development Corporation

1970: Systems Science II, IBM Education

**Papers**